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1 Introduction

In this note we consider the elliptic p(·)-Laplacian boundary value problem,
namely

(1.1)

{
−∇ · (|∇u|p(x)−2∇u) = f in E ,

u = 0 on ∂E ,
1 < p− ≤ p(x) ≤ p+ < 2

where u : E ⊂ IRn → IRN , n ≥ 2, N ≥ 1, is a vector field, E is a C2-smooth
bounded domain, and p : E −→ (1, 2) is a given function belonging to C0,1(E).

We are interested in global regularity properties of solutions of (1.1). This
issue naturally fits into the framework of the regularity of minimizers of func-
tionals with non-standard growth. There are several regularity results on this
topic, particularly in the scalar case, starting with the papers by Zhikov [33],
Fan and Zhao [21, 22] and Marcellini [29] for (p-q) growth problems. Concerning
the vectorial case, Coscia and Mingione [12] proved the local Hölder continuity
of the gradient of the solution, and later Acerbi and Mingione [3] proved the par-
tial Hölder continuity of the gradient of the solution for more general functionals
too. We also mention that a similar kind of system governs the steady motion
of electrorheological fluids (see [31, 30]). In this connection we recall paper [4]
on partial C1,α-regularity of weak solutions, the paper by Diening, Ettwein and
Růžička [19] for C1,α

loc -regularity in the two-dimensional case, the paper by the
present authors [14] where C1,α-regularity up to the boundary and global W 2,2

summability is obtained for small data, and, finally, the recent paper by Sin
[32], where boundary partial regularity for weak solutions is established. We
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refer to [24] for an overview on regularity questions related to this problem and
for a wide list of references.

In this paper we prove the first result of global C1,α-regularity for solutions
of (1.1), that is obtained as a consequence of the summability of the second
derivatives. In this respect we want to recall the papers [7, 17, 8] where, in the
case of constant p and with different boundary conditions, similar results are
obtained. Actually, we prove the high regularity of the weak solution, in the
following sense:

Definition 1.1. Given a distribution f , by high-regular solution of system (1.1)

we mean a field u ∈W 1,p(·)
0 (E) ∩W 2,r(E), for some r > n, such that∫

E

|∇u|p(x)−2∇u · ∇ϕdx =

∫
E

f · ϕdx, for all ϕ ∈ C∞0 (E) .

More precisely, we show the following results.

Theorem 1.1. Let E be a bounded domain of class C2 and p ∈ C0,1(E), 1 <
p− ≤ p(x) ≤ p+ < 2. Set

(1.2) r̂


=

2n

n(p− − 1) + 2(2− p−)
, if n ≥ 3,

∈
(

2,
2

p− − 1

)
, if n = 2 ,

and assume that f ∈ Lr̂(E) ∩ Lp′(·)(E). Then, denoting by u the unique weak
solution of (1.1), the following regularity estimates hold

‖∇u‖p(·) ≤ c
(

1 + ‖f‖
1

p−−1

p′(·)

)
,

‖D2u‖2 ≤ c
(

1 + ‖f‖
1

p−−1

p′(·) + ‖f‖
β

p−−1

p′(·) + ‖f‖
1

p−−1

r̂

)
with β defined in (3.14).

Theorem 1.2. Let E be a bounded domain of class C2. Assume that f ∈
Lr(E) ∩ Lp′(·)(E), with r ∈ (n,∞). Then, there exists p ∈ (1, 2), depending on
r, such that, if p(x) ∈ (p, 2), the unique weak solution of (1.1) is a high-regular
solution u, in the sense of Definition 1.1. Moreover the following estimates hold
true with a constant c not depending on u

(1.3) ‖∇u‖p(·) ≤ c
(

1 + ‖f‖
1

p−−1

p′(·)

)
,

(1.4) ‖D2u‖r ≤ c
(
‖f‖

1
p−−1

r + ‖f‖
1

p−−1

p′(·)

)
.

Theorems 1.1 and 1.2 are the counterpart of the regularity results obtained
in [15] for the classical p-Laplacian problem. On the other hand, for now we
are forced to limit ourselves to consider a bounded domain, since in the case
of exterior domains, also considered in [15] (see also [16]), we are not able to
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make the estimates independent of the size of the domain. An interesting ex-
tension would be not only to exterior domains but also to domain with minimal
regularity assumptions as in [11]. Besides their own interest, we observe that
Theorems 1.1 and 1.2 offer a way to handle several related parabolic problems.
We mention, for instance, the high regularity of solutions to the p(t, x)-Laplacian
systems, like in [10], where the authors prove the local Hölder continuity of the
solutions, or, arguing as in [16], the extinction in a finite time of the motion
of an electro-rheological fluid, extending to the p(t, x)-Stokes system the result
obtained in [1] for the p(x)-Stokes system. Another interesting issue is the exis-
tence of time periodic solutions to the p(t, x)-Navier-Stokes problem, to fill the
gap between the existence of time periodic solutions obtained in [13] only for
the p(t, x)-Stokes problem, and the existence of time periodic solutions obtained
in [6, 2] just in the case of the p-Navier-Stokes equations.

The restriction on the exponent p in Theorem 1.2 arises from some Lr-
estimates for second order derivatives of solutions to the Dirichlet problem for
the Poisson equation in bounded domains. We point out that, on the contrary,
the L2-regularity result for second derivatives is established without any re-
striction on the image of p(x), which has only to be contained in the interval
(1, 2).

Finally, we spend a few words about the technique. We begin by considering
a µ-non singular approximation of the system and, employing some known W 2,2

regularity results for non singular systems, we get an L2 estimate for the second
derivatives of its solutions, uniformly in µ. Hence we may pass to the limit to
get the same result for solutions to the singular problem (Theorem 1.1). This is
the subject of Section 3. Starting from the W 2,2 regularity of the approximating
system, in Section 4, we use a bootstrap argument to increase the summability
of the second derivatives of the approximating system, until we reach Ln and,
finally Lr, r > n. We like to point out that, while for the W 2,2 regularity
we argue following the way in [15], here we need to proceed in a different way
since, as far as we know, we do not have at disposal the Hölder continuity of the
gradient of the solution of the non-singular approximating system with variable
exponent. In the last section, we pass to the limit to cover also the singular case
(Theorem 1.2).

2 Notation and some preliminary results

Throughout the paper, E will denote a bounded domain in IRn, n ≥ 2 with
boundary of class C2 and |E| its Lebesgue measure. We assume that the expo-
nent function p : E −→ IR is a C0,1 function with

1 < p− := min p(x) ≤ max p(x) =: p+ < 2.

We use the summation convention on repeated indices. For a vector valued
function, by ∂jvi we mean ∂vi

∂xj
. If v and w are two vector fields, by w · ∇v we

mean wj∂jvi and, by the symbol (∇v ⊗∇v)D2w, we mean ∂jvi ∂kvh∂
2
jkwh.

We shall use the lower case letter c to denote a positive constant whose value
can change even in the same line, since it is unessential for our aims.

By Lr(E) and Wm,r(E), m nonnegative integer and r ∈ [1,∞], we denote
the usual Lebesgue and Sobolev spaces, with norms ‖·‖r and ‖·‖m,r, respectively.
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By Lp(·)(E) and Wm,p(·)(E) we denote the variable Lebesgue and Sobolev
spaces, with norms ‖ · ‖p(·) and ‖ · ‖m,p(·). In most cases, when the meaning
is clear, we will omit the explicit dependence on the variable x writing simply
p instead of p(·). For the reader’s convenience we quote some basic results
concerning variable Lebesgue and Sobolev spaces, referring, for more specific
issues, to the monographs [18] and [20], keeping in mind that in the present
paper p ∈ C0,1(E) and 1 < p(x) < 2.

For any v ∈ Lp(·)(E) we denote the modular of v by

ρp(v) =

∫
E

|v(x)|p(x) dx.

Lemma 2.1 ([18, Corollary 2.23]). For any f ∈ Lp(·) it results

‖f‖p ≤ 1 + ρp(f)
1
p− ,

ρp(f) ≤
(
1 + ‖f‖p+p

)
.

Lemma 2.2 ([18, Corollary 2.50]). If |E| < +∞ then there exist constants
c1, c2 > 0 such that

c1‖f‖p− ≤ ‖f‖p ≤ c2‖f‖p+ .

Theorem 2.3 (Hölder’s inequality [18, Theorem 2.26]). For any f ∈ Lp(·)(E)

and g ∈ Lp′(·)(E), with 1 < p(x) < +∞ and p′(x) = p(x)
p(x)−1 , fg ∈ L1(E) and

‖fg‖1 ≤
(

1

p−
+

1

p+
+ 1

)
‖f‖p‖g‖p′ .

Corollary 2.4 ([18, Corollary 2.7]). If f ∈ Lq(·)(E), g ∈ Lr(·)(E) and 1
p =

1
q + 1

r , then fg ∈ Lp(·)(E) and

‖fg‖p ≤ c‖f‖q‖g‖r.

We also recall some results, concerning linear elliptic systems.

Lemma 2.5. Assume that v ∈W 1,q
0 (E) ∩W 2,q(E) with q > 1. Then, we have

(2.1) ‖D2 v‖q ≤ K(q)‖∆v‖q ,

where the constant K(q) depends on q and E. In the case q = 2 it holds

(2.2) ‖D2v‖2,E ≤ ‖∆v‖2,E + C‖∇v‖2,∂E .

with C depending on the curvature of ∂E.

Proof. For the proof of (2.1), we refer to [5], [25]. Concerning the estimate (2.2)
see [26, §1.1.5] and [27, §3.8]. We remark that the result is not explicitly stated
in [26, §1.1.5], but, from the proof therein, we can infer that ‖D2v‖2,E can be
controlled by ‖∆v‖2,E and by the boundary integral of the normal derivative
multiplied by a term κ(∂E) involving the curvature, namely

(2.3) ‖D2v‖22,E = ‖∆v‖22,E+

∫
∂E

(n · ∇v)2κ(∂E)ds.
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Lemma 2.6 ([23, Theorem 7.3]). Let v be a W 2,2(E)-solution of the linear
system

Aiαjβ∂
2
αβvj = fi,

with Aiαjβ ∈ C(E) satisfying the Legendre-Hadamard condition. If f belongs
to Lq(E), for some q ≥ 2, then D2v ∈ Lq(E), with

‖D2v‖q ≤ C(q, n, L, ω) (‖f‖q + ‖D2v‖2) ,

where L is the constant of the Legendre-Hadamard condition and ω is the mod-
ulus of continuity of A.

For the reader’s convenience, we prove the following uniqueness result for
solutions of the linear elliptic problem

(2.4)

{
(δijδαβ +Aiαjβ(x))∂2αβvj = Fi in E

v = 0 on ∂E

Lemma 2.7. Let A ∈ L∞(E) be such that system (2.4) is elliptic. Let F ∈
L2(E). If K(2)‖A‖∞ < 1, there exists at most one function v ∈ W 1,2

0 (E) ∩
W 2,2(E) satisfying problem (2.4).

Proof. Assume ṽ ∈W 1,2
0 (E)∩W 2,2(E) is another solution of system (2.4), and

let V = ṽ − v. Then V satisfies

(2.5)

{
(δijδαβ +Aiαjβ(x))∂2αβVj = 0 in E

V = 0 on ∂E.

Multiplying by ∆Vi, integrating in E, and recalling estimate (2.1), we get

‖∆V ‖22=
∫
E

Aiαjβ∂
2
αβVj∂

2
hhVidx ≤‖A‖∞‖D2V ‖2‖∆V ‖2 ≤ ‖A‖∞K(2)‖∆V ‖22

from which V ≡ 0 easily follows.

3 First step in regularity

We introduce the following auxiliary problem

(3.1)



− ∆u

(µ+ |∇u|2)
2−p
2

− (p− 2)
(∇u⊗∇u)D2u

(µ+ |∇u|2)
4−p
2

−
log
(
µ+ |∇u|2

)
∇u∇p

(µ+ |∇u|2)
2−p
2

= f in E

u = 0 on ∂E.

Proposition 3.1. Let µ ∈ (0, 1], p ∈ C0,1(E), 1 < p− ≤ p(x) ≤ p+ < 2 and
let f ∈ Lr̂(E) ∩ Lp′(E), with r̂ defined in (1.2). Then, there exists a solution
uµ ∈ W 1,2

0 (E) ∩ W 2,2(E) of system (3.1). Moreover, the following estimates
hold

(3.2) ‖∇uµ‖p ≤ c
(

1 + ‖f‖
1

p−−1

p′ + µ
1
2 |E|

1
p−

)
,
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(3.3)
‖D2uµ‖2 ≤ c

(
1 + µ

2−p+
2 ‖f‖p′ + µ

1
2 |E|

1
p− + µ

β
2 |E|

β
p−

+‖f‖
1

p−−1

p′ + ‖f‖
β

p−−1

p′ + ‖f‖
1

p−−1

r̂

)
with β defined in (3.14).

Proof. Let us consider the following auxiliary problem for fixed ε > 0

(3.4)
−ε∆u−∇ ·

(
(µ+ |∇u|2)

p(x)−2
2 ∇u

)
= f in E,

u = 0 on ∂E.

By [9, Theorem 8.2], as f ∈ L2(E) we determine the solution uε ∈ W 2,2(E) of
the above problem. Multiplying (3.4) by uε and integrating over E we get

ε‖∇uε‖22 +

∫
E

|∇uε|2

(µ+ |∇uε|2)
2−p
2

dx =

∫
E

f · uε dx.

By Lemma 2.1, the Poincaré (see [20, Theorem 8.2.4]) and Young inequalities,
it follows that, for any 0 < δ ≤ 1,∫

E

|∇uε|2

(µ+ |∇uε|2)
2−p
2

dx ≤ c‖f‖p′‖uε‖p ≤ c‖f‖p′‖∇uε‖p

≤ c‖f‖p′
(

1 + ρp(∇uε)
1
p−

)
≤ C(δ)

(
‖f‖(p−)

′

p′ + 1
)

+ δρp(∇uε).

Using the above estimate together with the Young inequality, since µ ≤ 1, we
have

ρp(∇uε) =

∫
{|∇uε|2≥µ}

|∇uε|p dx+

∫
{|∇uε|2<µ}

|∇uε|p dx

≤ 2
2−p−

2

∫
E

|∇uε|2

(µ+ |∇uε|2)
2−p
2

dx+ µ
p−
2 |E|

≤ 2
2−p−

2

(
C(δ)

(
‖f‖(p−)

′

p′ + 1
)

+ δρp(∇uε)
)

+ µ
p−
2 |E|

≤ δρp(∇uε) + C(δ)
(
‖f‖(p−)

′

p′ + 1
)

+ µ
p−
2 |E|

hence

(3.5) ρp(∇uε) ≤ c
(

1 + ‖f‖(p−)
′

p′ + µ
p−
2 |E|

)
,

with the constant c independent of ε and µ. Hence, by Lemma 2.2 and Lemma
2.1, we have that
(3.6)

‖∇uε‖p− ≤ c‖∇uε‖p(·) ≤ c
(

1 + ρp(∇uε)
1
p−

)
≤ c

(
1 + ‖f‖

1
p−−1

p′ + µ
1
2 |E|

1
p−

)
with c not depending on ε and µ.

Considering that uε ∈ W 1,2
0 (E) ∩W 2,2(E) we can write equation (3.4) in a

strong form obtaining

(3.7)

−ε∆uε −
∆uε

(µ+ |∇uε|2)
2−p(x)

2

− (p(x)− 2)
(∇uε ⊗∇uε)D2uε

(µ+ |∇uε|2)
4−p(x)

2

−
log
(
µ+ |∇uε|2

)
∇uε∇p

(µ+ |∇uε|2)
2−p(x)

2

= f a.e. in E.
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Multiplying equation (3.7) by (µ+ |∇uε|2)
2−p
2 , taking the L2(E)-norm of both

sides, keeping in mind that ∇p is bounded and that p′ > 2, we get

(3.8)

‖∆uε‖2 ≤ ‖∆uε(1 + ε(µ+ |∇uε|2)
2−p
2 )‖2

≤ (2− p−)‖D2uε‖2 + ‖(µ+ |∇uε|2)
2−p
2 f‖2 + ‖ log

(
µ+ |∇uε|2

)
∇uε∇p‖2

≤ (2− p−)‖D2uε‖2 + ‖f |∇uε|2−p‖2 + cµ
2−p+

2 ‖f‖p′ + c‖ log
(
µ+ |∇uε|2

)
∇uε‖2.

To estimate the last term, we will use the following inequalities, which hold true
for any α > 0:

(3.9) | log t| ≤

{
1

eαtα , t ∈ (0, 1),

tα

eα , t ≥ 1.

Choosing α = 2−p−
2 , we have

(3.10)

∫
{µ+|∇uε|2<1}

| log
(
µ+ |∇uε|2

)
∇uε|2 dx

≤ 4

e2(2− p−)2

∫
{µ+|∇uε|2<1}

|∇uε|p− dx ≤ c(1 + ρp(∇uε)).

Moreover, for any α > 0 and 0 < µ ≤ 1
2 , we have

(3.11)

∫
{µ+|∇uε|2≥1}

| log
(
µ+ |∇uε|2

)
∇uε|2 dx

≤ 1

(eα)2

∫
{µ+|∇uε|2≥1}

(
µ+ |∇uε|2

)2α |∇uε|2 dx
≤ 4α

(eα)2

∫
{µ+|∇uε|2≥1}

|∇uε|4α+2 dx ≤ c‖∇uε‖2+4α
2+4α.

Now we remark that, choosing α small enough it results p− < 2 + 4α < 2∗,

hence, for suitable θ ∈ (0, 1), namely θ = n(2+4α−p−)
(1+2α)(2n−np−+2p−)

, we have

‖∇uε‖2+4α ≤ ‖∇uε‖θ2∗‖∇uε‖1−θp− ≤ c‖D
2uε‖θ2‖∇uε‖1−θp− .

If we choose α < 2p−
n we have that θ(1 + 2α) < 1 hence we can apply the Young

inequality to get

(3.12) ‖∇uε‖1+2α
2+4α ≤ δ‖D2uε‖2 + C(δ)‖∇uε‖

(1−θ)(1+2α)
1−θ(1+2α)
p− .

for any δ > 0. Hence, by estimates (3.10), (3.11), (3.12), (3.6) and (3.5), we
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have
(3.13)
‖ log

(
µ+ |∇uε|2

)
∇uε‖2

≤ c(1 + ρp(∇uε))
1
2 + δ‖D2uε‖2 + C(δ)

(
1 + ‖f‖

1
p−−1

p′ + µ
1
2 |E|

1
p−

)(1−θ)(1+2α)
1−θ(1+2α)

≤ δ‖D2uε‖2 + C(δ)

(
1 + ‖f‖

1
p−−1

p′ + µ
1
2 |E|

1
p−

)β
with

(3.14) β = max

{
(1− θ)(1 + 2α)

1− θ(1 + 2α)
,
p−
2

}
.

Substituting the above inequality in (3.8), we get

(3.15)

‖∆uε‖2 ≤ (2− p− + δ)‖D2uε‖2 + ‖f |∇uε|2−p‖2 + cµ
2−p+

2 ‖f‖p′

+C(δ)

(
1 + ‖f‖

1
p−−1

p′ + µ
1
2 |E|

1
p−

)β
.

In order to estimate the L2-norm of D2uε, we use Lemma 2.5, which yields

(3.16) ‖D2uε‖2,E ≤ ‖∆uε‖2,E + C‖∇uε‖2,∂E .

To estimate the boundary term we make use of a Gagliardo-Nirenberg’s type
inequality (see [27, Ch. 2, (2.25)]), to get

(3.17) ‖∇uε‖2,∂E ≤ C(σ)‖∇uε‖2,E + σ‖D2uε‖2,E

for any σ > 0. Employing once again the Gagliardo-Nirenberg inequality with

a := n(2−p−)
2n+2p−−np− , and successively the Young inequality, we get

(3.18)
‖∇uε‖2 ≤ c

(
‖D2uε‖a2‖∇uε‖1−ap− + ‖∇uε‖p−

)
≤ γ‖D2uε‖2 + C(γ)‖∇uε‖p− .

Substituting estimate (3.18) in (3.17), choosing γ = γ(σ) small enough, by
(3.16), we get

‖D2uε‖2 ≤ ‖∆uε‖2 + 2σ‖D2uε‖2 + C(σ)‖∇uε‖p−

hence

(3.19) ‖D2uε‖2 ≤
1

1− 2σ
‖∆uε‖2 + C(σ)‖∇uε‖p− .

For the term ‖f |∇uε|2−p‖2 in (3.8) we distinguish between n = 2 and n ≥ 3.
Let be n ≥ 3. By applying Corollary 2.4 with exponents 2, r̂, 2n

(n−2)(2−p−) , we

have
(3.20)

‖f |∇uε|2−p‖2 ≤ c‖ f‖r̂ ‖ |∇uε|2−p ‖ 2n
(n−2)(2−p−)

≤ c‖ f‖r̂
(

1 + ‖∇uε‖2−p−2n
n−2

)
.
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If n = 2, we set r = 2r̂(2−p−)
r̂−2 and we apply Corollary 2.4 with exponents

2, r̂, r
2−p− to get

(3.21) ‖f |∇uε|2−p‖2 ≤ ‖ f‖r̂ ‖ |∇uε|2−p ‖ r
2−p−

≤ c‖ f‖r̂
(
1 + ‖∇uε‖2−p−r

)
.

We set r = 2n
n−2 , for n ≥ 3, and r = r, for n = 2. Since r̂ ∈ (2, 2

p−−1 ), we have

that r > 2 hence, for any n ≥ 2, we can apply the Sobolev embedding theorem
to obtain

(3.22) ‖∇uε‖r ≤ c(‖D2uε‖2 + ‖∇uε‖2).

Interpolating L2 between Lp− and Lr and using the Young inequality we get
that, for any δ > 0,

(3.23) ‖∇uε‖2 ≤ δ‖∇uε‖r + C(δ)‖∇uε‖p− .

If we choose a suitable δ in (3.23), and we replace (3.23) in (3.22), we get

(3.24) ‖∇uε‖r ≤ c(‖D2uε‖2 + ‖∇uε‖p−).

Hence, by applying the Young inequality with exponents 1
2−p− and 1

p−−1 , (3.20)

(or (3.21)) and (3.24), we finally get, for any η > 0,

(3.25)

‖f |∇uε|2−p‖2 ≤ ‖f‖r̂
(
‖∇uε‖2−p−r + 1

)
≤ η‖D2uε‖2 + C(η)

(
‖f‖

1
p−−1

r̂ + ‖∇uε‖p− + 1

)
.

Therefore, by using estimate (3.25), (3.19) and (3.6) in (3.15), we obtain,

‖∆uε‖2 ≤
(

2− p− + δ

1− 2σ
+ η

)
‖∆uε‖2 + C(σ, η, δ)Φ(f, µ)

where

Φ(f, µ) := 1+µ
2−p+

2 ‖f‖p′+µ
1
2 |E|

1
p− +µ

β
2 |E|

β
p− +‖f‖

1
p−−1

p′ +‖f‖
β

p−−1

p′ +‖f‖
1

p−−1

r̂ .

Choosing σ, η and δ small enough we get

(3.26) ‖∆uε‖2 ≤ cΦ(f, µ).

Hence, by (3.19), (3.26) and (3.6), we get

(3.27) ‖D2uε‖2 ≤ cΦ(f, µ)

for any ε > 0. Therefore, with the aid of the Poincaré inequality, we get that

‖uε‖2,2 ≤ cΦ(f, µ),

uniformly in ε. It follows that we can find a function uµ ∈ W 2,2(E) ∩W 1,2
0 (E)

such that, up to subsequences, uε ⇀ uµ weakly in W 2,2(E) as ε→ 0. Moreover,
by the Rellich-Kondrachov embedding theorem, we can suppose that

(3.28) ∇uε → ∇uµ almost everywhere in E.
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We remark that, by (3.5),

(3.29) ρp′

((
µ+ |∇uε|2

) p−2
2 ∇uε

)
≤ ρp(∇uε) ≤ c

uniformly in ε. By the above inequality, Lemma 2.2 and Lemma 2.1 we get

(3.30)

∥∥∥∥(µ+ |∇uε|2
) p−2

2 ∇uε
∥∥∥∥
(p′)−

≤ c
∥∥∥∥(µ+ |∇uε|2

) p−2
2 ∇uε

∥∥∥∥
p′

≤ c

(
ρp′

((
µ+ |∇uε|2

) p−2
2 ∇uε

) 1
(p′)−

+ 1

)
≤ c

hence, by [28, Lemma I.1.3], we infer that

(3.31) (µ+ |∇uε|2)
p−2
2 ∇uε ⇀ (µ+ |∇uµ|2)

p−2
2 ∇uµ in L(p′)−(E) as ε→ 0.

Writing (3.4) in a weak formulation, we get∫
E

ε∇uε ·∇φdx+

∫
E

(
µ+ |∇uε|2

) p−2
2 ∇uε ·∇φdx =

∫
E

f ·φdx ∀φ ∈ C∞0 (E).

Passing to the limit in ε, with the aid of (3.31), we get∫
E

(
µ+ |∇uµ|2

) p−2
2 ∇uµ · ∇φdx =

∫
E

f · φdx ∀φ ∈ C∞0 (E).

Since uµ ∈ W 2,2(E), we can write once again the above system in a strong
formulation to get that uµ satisfies (3.1). Passing to the limit in (3.27) we
get estimate (3.3). By the convergence (3.28) and the lower semicontinuity in
variable Lebesgue spaces (see [20, Theorem 2.3.17]), we can pass to the limit in
(3.6) to get (3.2).

Proof of Theorem 1.1. For any µ ∈ (0, 1] let uµ be the solution of (3.1). By
Lemma 2.2, estimates (3.2) and (3.3), we have that

(3.32) ‖∇uµ‖p− ≤ c‖∇uµ‖p ≤ c
(

1 + ‖f‖
1

p−−1

p′

)
,

(3.33) ‖D2uµ‖2 ≤ c
(

1 + ‖f‖
1

p−−1

p′ + ‖f‖
β

p−−1

p′ + ‖f‖
1

p−−1

r̂

)
.

By (3.32), (3.33) and the Rellich-Kondrachov theorem we can extract a subse-
quence (not relabeled) and find a function u ∈W 2,2(E) such that

uµ ⇀ u weakly in L(p−)∗(E),

∇uµ → ∇u a.e. in E,

D2uµ ⇀ D2u weakly in L2(E).

By (3.1) we get

(3.34)

∫
E

(
µ+ |∇uµ|2

) p−2
2 ∇uµ · ∇φdx =

∫
E

f · φdx ∀φ ∈ C∞0 (E).
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Following the computations in (3.30) and (3.29), by Lemma 2.1 and (3.32), we
have the estimate∥∥∥∥(µ+ |∇uµ|2

) p−2
2 ∇uµ

∥∥∥∥
(p′)−

≤ c(1+ρp(∇uµ)) ≤c(1+‖∇uµ‖p
+

p ) ≤ c
(

1 + ‖f‖
p+
p−−1

p′

)
Applying [28, Lemma I.1.3] we deduce the weak convergence(

µ+ |∇uµ|2
) p−2

2 ∇uµ ⇀ |∇u|p−2∇u in L(p′)−(E).

Passing to the limit as µ→ 0 in (3.34) we get that u ∈W 2,2(E) is a weak solu-
tion of (1.1) and it is unique, thanks to the strict monotonicity of the operator.
Moreover, passing to the limit in (3.32) and (3.33) we obtain the estimates of
Theorem 1.1.

4 Additional regularity of the non-singular sys-
tem

Our aim is to increase the summability of the second derivatives of u.
Let us define

(4.1) p(s) := max

{
3

2
, 2− 1

K(s)
, 2− 1

K(2)

}
,

with K(s) introduced in Lemma 2.5.

Proposition 4.1. Let f ∈ C∞(E) and u be the solution obtained in Proposition

3.1. For any q ∈ [2, n], let be q̃ = q+q∗

2 if q < n, or any number strictly greater
than n if q = n. If D2u ∈ Lq(E), and p− ∈ (p(q̃), 2), then D2u ∈ Lq̃(E).
Moreover, if q̃ > n, then the following estimate holds

(4.2) ‖D2u‖q̃ ≤ c
(

1 + µ
2−p−

2 ‖f‖q̃ + ‖f‖
1

p−−1

q̃ + ‖f‖
1

p−−1

p′ + ‖D2u‖q
)
.

Proof. We multiply system (3.1) by (µ+ |∇u|2)
2−p
2 , obtaining

(4.3)

 ∆u+ (p− 2)
∇u⊗∇u
µ+ |∇u|2

D2u = F in E

u = 0 on ∂E

with
F := (µ+ |∇u|2)

2−p
2 f + log

(
µ+ |∇u|2

)
∇u∇p.

For any η > 0, let Jη be a Friedrichs mollifier. We set Aη = Jη

(
∇u⊗∇u
µ+|∇u|2

)
and

we consider the following linear elliptic system
(4.4){

[∇ · (∇v + (p− 2)(Aη∇v))]i= Fi + (p− 2)∂α(Aη)αβij ∂βvj + [∇pAη∇v]i in E

v= 0 on ∂E.

By the Lax-Milgram theorem, the above system has a unique weak solution
v =: vη ∈W 1,2

0 (E). Let us verify that the right-hand side of (4.4)1 is in L2(E).

11



Since u ∈ W 2,2(E) and f ∈ C∞(E), then (µ + |∇u|2)
2−p
2 f ∈ L2(E). Using

inequality (3.9), like in (3.10) and (3.11), and remembering that ∇p ∈ L∞(E),
we get that log

(
µ+ |∇u|2

)
∇u∇p ∈ L2(E). Finally, the term Aη is bounded

and v ∈W 1,2
0 (E), hence the claim is proved. Since (p− 2)Aη ∈ C0,1(E), by [23,

Theorem 4.14] we get that vη ∈ W 2,2(E) and we can write system (4.4) in the
form

(4.5)

{
∆vη + (p− 2)AηD

2vη = F in E
vη = 0 on ∂E.

To obtain the higher power of summability for D2vη we want to use Lemma
2.6, hence it is enough to prove that F ∈ Lq̃(E).
By the Hölder inequality we have

(4.6)

∫
E

∣∣∣∣(µ+ |∇u|2
) 2−p

2 f

∣∣∣∣q̃ dx ≤ ∫
E

∣∣∣∣(1 + µ+ |∇u|2
) 2−p−

2 f

∣∣∣∣q̃ dx
≤ c

(
(1 + µ)q̃‖f‖q̃q̃ + ‖f‖q̃ q̃

p−−1

‖∇u‖(2−p−)q̃q̃

)
.

Moreover, since ∇p ∈ L∞(E) and using (3.9) with α < min
{

1
2 ,

q∗−q̃
2q̃

}
, we have

(4.7)

‖ log(µ+ |∇u|2)∇u∇p‖q̃q̃ ≤ c‖ log(µ+ |∇u|2)∇u‖q̃q̃

≤ c

 ∫
{µ+|∇u|2<1}

|∇u|q̃(1−2α) dx+

∫
{µ+|∇u|2≥1}

|∇u|q̃(1+2α) dx


≤ c

(
1 + ‖∇u‖q̃q∗

)
≤ c

(
1 + ‖D2u‖q̃q

)
hence F ∈ Lq̃(E) and, by Lemma 2.6, D2vη ∈ Lq̃(E). Unfortunately the norm
of D2vη depends on the modulus of continuity of Aη and this prevents us to
pass to the limit on η. We need a new estimate uniform with respect to η. To
this purpose, we multiply the system (4.5) by a generic function w ∈ Lq̃′(E),
and, remarking that ‖Aη‖∞ ≤ 1, we obtain

|(∆vη, w)| ≤ (2− p−)‖D2vη‖q̃‖w‖q̃′ + ‖F‖q̃‖w‖q̃′ .

Hence, by duality

‖∆vη‖q̃ ≤ (2− p−)‖D2vη‖q̃ + ‖F‖q̃.

By (2.1) we have

(4.8) ‖D2vη‖q̃ ≤ K(q̃)‖∆vη‖q̃ .

Since, by assumption,

(4.9) p− > p(q̃) ≥ 2− 1

K(q̃)
,

then

(4.10) ‖∆vη‖q̃ ≤
‖F‖q̃

1− (2− p−)K(q̃)
.
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By (4.8) and (4.10), we obtain

(4.11) ‖D2vη‖q̃ ≤
K(q̃)

1− (2− p−)K(q̃)
‖F‖q̃, ∀η > 0.

Since vη ∈ W 1,2
0 (E), by the Sobolev embedding theorem and (4.11), we have

that

‖vη‖2,q̃ ≤ c
K(q̃)

1− (2− p−)K(q̃)
‖F‖q̃,

uniformly with respect to η. Hence we can find v ∈ W 2,q̃(E) ∩W 1,2
0 (E) and

a subsequence of {vη} (not relabeled) weakly converging to v in W 2,q̃(E). We
want to pass to the limit as η → 0 in the system (4.5). To this purpose, let us
multiply (4.5) by ϕ ∈ C∞0 (E) and integrate over E. Since ∇u⊗∇uµ+|∇u|2 ∈ L

∞(E) we

have

Jη

(
∇u⊗∇u
µ+ |∇u|2

)
−→ ∇u⊗∇u

µ+ |∇u|2
strongly in Ls(E) ∀s ≥ 1.

By the weak convergence of vη ⇀ v in W 2,q̃(E), it follows that(
∆v + (p− 2)

∇u⊗∇u
µ+ |∇u|2

D2v, ϕ

)
= (F,ϕ)

for any ϕ ∈ C∞0 (E). It follows that v is a solution of system (4.3), like u is.
Since p− > 2 − 1

K(2) we have that K(2)‖(p − 2) ∇u⊗∇uµ+|∇u|2 ‖∞ < 1 hence, from

Lemma 2.7, it follows that u = v.
Finally, we have to prove estimate (4.2) when q̃ > n. In this case, we can

reconsider our estimates using the fact that ∇u ∈ L∞(E). First we observe
that, in place of (4.6) we can get

(4.12)

∥∥∥∥f (µ+ |∇u|2
) 2−p

2

∥∥∥∥
q̃

≤ c
(

1 + µ
2−p−

2 ‖f‖q̃ + ‖∇u‖2−p−∞ ‖f‖q̃
)
.

Multiplying equation (3.1) by (µ+ |∇u|2)2−p, and taking the Lq̃-norm of both
sides, by (4.12) and (4.7), we have
(4.13)

‖∆u‖q̃ ≤ (2−p−)

∥∥∥∥ ∇u⊗∇u(µ+ |∇u|2)
D2u

∥∥∥∥
q̃

+ ‖ log
(
µ+ |∇u|2

)
∇u∇p‖q̃

+‖f(µ+ |∇u|2)
2−p
2 ‖q̃

≤ (2− p−)‖D2u‖q̃ + c
(

1 + µ
2−p−

2 ‖f‖q̃ + ‖f‖q̃‖∇u‖2−p−∞ + ‖D2u‖q
)
.

For the L∞ norm of ∇u, we employ the Sobolev embedding theorem, the con-
vexity of the norm, and then the Young inequality to get

‖∇u‖∞ ≤ c(‖D2u‖q̃ + ‖∇u‖q̃) ≤ c(‖D2u‖q̃ + ‖∇u‖θ∞‖∇u‖1−θp− )

≤ c‖D2u‖q̃ + δ‖∇u‖∞ + c(δ)‖∇u‖p− ,

with θ = q̃−p−
q̃ . Hence, choosing a small δ > 0,

‖∇u‖∞ ≤ c
(
‖D2u‖q̃ + ‖∇u‖p−

)
.
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Therefore, by (2.1) and the Young inequality, we obtain

‖f‖q̃‖∇u‖2−p−∞ ≤c ‖f‖q̃(‖∆u‖q̃ + ‖∇u‖p−)2−p−

≤ε‖∆u‖q̃ + c(ε)‖f‖
1

p−−1

q̃ + c‖f‖q̃‖∇u‖2−p−p− .

Inserting this estimate in (4.13), we get

(4.14)
‖∆u‖q̃≤ (2− p−)‖D2u‖q̃ + ε‖∆u‖q̃ + c(ε)‖f‖

1
p−−1

q̃

+c
(

1 + µ
2−p−

2 ‖f‖q̃ + ‖D2u‖q + ‖f‖q̃‖∇u‖2−p−p−

)
.

By (2.1), we get

(1− (2− p−)K(q̃)− ε) ‖∆u‖q̃ ≤ c
(

1 + µ
2−p−

2 ‖f‖q̃ + ‖D2u‖q
)

+c(ε)‖f‖
1

p−−1

q̃ + c‖f‖q̃‖∇u‖2−p−p− ,

whence, by (2.1), applying the Young inequality, recalling estimate (3.2) and
the assumption on p, we get (4.2).

5 High regularity of the singular system

In this section we prove Theorem 1.2.
Let be f ∈ C∞(E) and uµ the solution of Proposition 4.1. We consider first

the case n = 2.
From Proposition 3.1, uµ ∈ W 2,n(E). Then, setting p := p(r), with p(r)

defined in (4.1), we can apply Proposition 4.1, with q̃ = r > n = 2 and q = 2,
to find

(5.1) ‖D2uµ‖r ≤ c
(

1 + µ
2−p−

2 ‖f‖r + ‖f‖
1

p−−1

r + ‖f‖
1

p−−1

p′ + ‖D2uµ‖2
)
.

Now let be n ≥ 3. We set, recursively,

q0 = 2, qj+1 = q̃j , if qj < n

with q̃ defined in Proposition 4.1. We can find k ∈ IN such that

qk−1 < n ≤ qk,

hence, since, by Proposition 3.1, uµ ∈ W 2,2(E), we can apply k times Proposi-
tion 4.1 to get that if, ∀x ∈ E,

p(x) > p := max{p(r), p(qj), j = 1, · · · , k − 1},

then D2uµ ∈ Ln(E). Since r > n we can apply for the last time Proposition
4.1 with q = n, q̃ = r to get that D2uµ ∈ Lr(E) and estimate (5.1) is satisfied.
Observing that r > n ≥ r̂ if n ≥ 3, and that we can choose r̂ ≤ r if n = 2, we
get that ‖f‖r̂ ≤ c‖f‖r hence, by (3.3), we get that
(5.2)

‖D2uµ‖r ≤ c
(

1 + µα (1 + ‖f‖r + ‖f‖p′) + ‖f‖
1

p−−1

r + ‖f‖
β

p−−1

p′ + ‖f‖
1

p−−1

p′

)
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for a suitable α > 0. The last step consists in showing that, in the limit as µ goes
to 0, uµ tends to a function u, which is the high-regular solution of (1.1). By
(3.2) and (5.2), the sequence {uµ} is bounded in L(p−)

∗
(E), {∇uµ} is bounded

in Lp−(E), and {D2uµ} is bounded in Lr(E). Moreover, being E a bounded
set, we can apply the Rellich-Kondrachov theorem to extract a subsequence (not
relabeled) and find a function u such that

uµ ⇀ u weakly in L(p−)
∗
(E),

∇uµ ⇀ ∇u weakly in Lp−(E),

D2uµ ⇀ D2u weakly in Lr(E),

∇uµ −→ ∇u a.e. in E.

Replicating the estimate (3.30) with uµ in place of uε we get that the sequence{(
µ+ |∇uµ|2

) p−2
2 ∇uµ

}
is bounded in L(p′)−(E) and, by [28, Lemma I.1.3],

(5.3)
(
µ+ |∇uµ|2

) p−2
2 ∇uµ ⇀ |∇u|p−2∇u in L(p′)−(E).

Multiplying system (3.1) by an arbitrary function ϕ ∈ C∞0 (E), we get

(5.4)

∫
E

(
µ+ |∇uµ|2

) p−2
2 ∇uµ · ∇ϕdx =

∫
E

f · ϕdx.

Passing to the limit as µ goes to 0, with the aid of (5.3), we obtain that u is a
solution of (1.1).

The estimates (1.3) and (1.4) follow by the semicontinuity of the norm,
passing to the limit respectively in (3.2) and (5.2).

Now we remove the smoothness hypothesis on f considering f ∈ Lr(E) ∩
Lp
′
(E).

We can find a sequence of functions fε ∈ C∞(E) such that

lim
ε→0

fε = f in Lr(E) ∩ Lp
′
(E)

and, for any ε > 0, we have the corresponding high-regular solution uε. Pass-
ing to the limit as ε goes to 0 in the sequence {uε}, with the same technique
employed above, we easily find the existence of a high regular solution of (1.1).
The strict monotonicity of the operator ensures that it coincides with the unique
weak solution of (1.1).
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