A novel approach to the estimation and application of the wear coefficient of metal-on-metal hip implants
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Abstract
A novel approach is proposed to estimate and model the wear of metal-on-metal hip implants. The approach is based on two distinct wear coefficients for the head and cup, derived from separate measurements on the two components. This is in contrast to the usual assumption that a single wear coefficient (k) is valid for both bodies. Actually, the head and cup do not wear equally; thus, assuming equal wear leads to predictive errors. Additionally, in most papers, k is chosen considering only implant materials while neglecting geometry and testing conditions. It is suggested that experimental procedures designed for hip implants should measure the head and cup volume losses separately and that wear maps should be provided to validate numerical models.
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1. Introduction
Currently, wear is considered one of the main concerns in hip replacements (HRs), not only for the most widespread metal-on-plastic (MoP) implants but also for the new generation of metal-on-metal (MoM) couplings [1,2]. In fact, in MoM devices, typically made of CoCrMo alloy, wear is associated with the release of toxic metallic ions, which have been shown to promote inflammation, reduce cell activity and cause pseudo-tumors [3].

Numerical HR wear prediction is an attractive tool for investigating long-term wear at low cost and has been pursued by many researchers in the last decade, e.g., [4-7]. However, the reliability of these predictions primarily depends on a dimensional wear coefficient k, the evaluation of which is a critical issue, being based itself on experimental tests and numerical simulations. In fact, the wear coefficient k for a hip implant is generally estimated by matching numerical and experimental wear volumes, with the former being calculated by means of a suitable numerical model, while the latter is obtained by joint simulator tests [5,6], typically reproducing simplified gait cycles. Usually only the total or cup volume loss is measured. Hence, a single wear coefficient is estimated for the implant, whose use in a predictive model implies that the two components are affected by the same wear amount (i.e. same volume loss) or that only one of them becomes worn, as in MoP implants. However, this is not true in general. Moreover, an average estimate of k over a high number (hundreds of thousands) of cycles is obtained. Indeed, k can vary during a wear test, as well as during a single gait cycle, because it depends on the lubrication regime, which, in turn, is affected by the implant geometry, bearing materials and loading conditions [2,8]. Therefore, k is notably not constant for a given material coupling or for a specific implant; rather, it depends on the test conditions. Thus, the reliability of a wear prediction starts with the reliability of the experimental and numerical simulations of the implant real-like working conditions. On the other side, it is worth noting that the validation of a predictive wear model cannot be based on the wear volumes used to estimate k, but should be obtained by the wear maps. To the authors best knowledge none of the studies in the literature provides such a validation; only in [6] Liu et al. comment this point and report a qualitative comparison of the numerical wear maps and implant pictures.

Although many experimental data on total wear volumes of hip implants are available in the literature, only in a small number of cases the values of k are provided, perhaps because their calculation requires a numerical model. However, such values are typically scattered, spanning from 10^-9 to 10^-7 mm^3/(N m), which can be partly attributed to the different loading conditions.

In this study, a set of wear volume data for metal-on-metal hip implants was collected from the literature and the respective wear coefficients were calculated by means of a model developed by the authors and presented in [7,9]. A novel approach is proposed for HR wear assessment that is based on two distinct measurements/wear coefficients for the head and cup. Because the formulation is rather general, the approach can be applied to other tribological systems as well. On the basis of the numerical simulations, the following issues have been addressed: (i) comparison between a single k value for the entire implant vs. double cup/head coefficients, and an analysis of the corresponding wear predictions; (ii) analysis of the experimental wear data obtained from different hip simulators, using one single numerical model (i.e., eliminating the variability on the k estimations due to the model itself); (iii) evaluation of the effects of the implant characteristics and the test conditions on k.

However, besides the numerical application, the aim of the present study is mainly focused on the theoretical aspects of the estimation and application of the wear coefficient for metal-on-metal hip implants, i.e.:

- to propose an approach based on the double measurements of volume losses of the two components, both in
experimental and numerical simulations;
- to underline the specificity of the wear coefficients with respect to the simulated coupling and working conditions;
- to stress limitations and validation steps of predictive wear models.

The paper is organized as follows. Background on the basic relationships for $k$ evaluation is presented followed by a description of the hip simulators to summarize loading and kinematic conditions of the wear tests. Next, the novel approach is proposed, and several fundamental equations are derived for the estimate of the separate wear coefficients for the head and cup. Such simulations reveal the effects of the novel approach in wear predictions as consequences of the use of the two values of $k$ and underline the influence of geometrical and testing conditions on the wear coefficients estimations.

2. Background on the Wear Coefficient Evaluation in Hip Replacements

The estimation of the wear coefficient is usually based on the Archard wear law, which is valid when abrasion and adhesion are the main wear mechanisms. The law states that the volume loss $V$ is proportional, via $k$, to the product of the normal contact force $L_N$ and the sliding distance $s$:

$$ V = k L_N s. \quad (1) $$

Thus, the wear coefficient can be estimated by inverting Eq. (1) and experimentally measuring the wear volume ($V = V_{exp}$), i.e.,

$$ k = \frac{V_{exp}}{L_N s}. \quad (2) $$

Equations (1-2) represent simple expressions suitable for pin-on-plate wear tests, where the contact force is constant, the relative motion is translational (although sometimes it is also used in pin-on-disk tests) and the contact pressure can be assumed to be uniformly distributed over the contact area.

To take into account a cyclic variation of the loading and kinematic conditions, for a translational motion, an improved version of Eq. (2) can be adopted

$$ k = \frac{V_{exp}}{\int L_N(s) ds} \quad (3) $$

where $L_N$ is integrated over the force track $\gamma$, i.e., the track drawn on the counter face over a motion cycle by the force application point and $s$ is the arc length along $\gamma$. The integral in Eq. (3), as well as the product $L_N s$ in Eq. (2), are found to represent the work performed by frictional forces, scaled by the coefficient of friction.

2.1. Wear coefficient evaluation from hip simulators

Unfortunately, for hip wear tests, such equations become more complex because the load is not constant, the contact pressure not uniform and the kinematics three-dimensional. In fact, each contact point $P$ of the cup/head describes its own relative trajectory $\gamma_P$ with respect to the other element (head/cup) and is subjected to a time-varying pressure during a test cycle. Denoting by $s$ the arc length along $\gamma_P$, the contact pressure can be written as $p(P, s)$ and the following expression of $k$ can be obtained

$$ k = \frac{V_{exp}}{\int_A \int_{\gamma_P} p(P, s) ds dA} \quad (4) $$

where $A$ is the area of the head or cup. In fact, the integral in the denominator, again the work performed by frictional forces divided by the coefficient of friction, can be evaluated considering $P$ belonging to the head or cup, indifferently. However, such a calculation can be difficult to perform because it requires the knowledge of the function $p(P, s)$. For example, in [10], this equation was applied to MoP implants, assuming that the contact area was equal to the cup area and adopting a simplified expression of the local instantaneous contact pressure. Unfortunately, such simplifications cannot be applied to MoM implants, where the contact area is usually much smaller than the cup surface and moves over it. A more accurate assessment of $k$ can be obtained if a finite element (FE) model is available; in this case, the integral in Eq. (4) is obtained numerically and $k$ is estimated using a trial-and-error procedure by matching the predicted numerical total wear volume with the experimental one. Note that a reliable evaluation of $k$ requires the FE model to simulate correctly the testing conditions, which can differ from simulator to simulator, as described in the following section.

Being a general definition, Eq. (4) can be applied to all implant typologies, both MoM and MoP, improving the traditional definition of Eq. (2) and the Saikko's method [10]. Note that the experimental wear volume $V_{exp}$ in Eqs. (2-4) is the total volume loss of the coupling.

Another type of useful information of the wear process is the local wear depth at each point of the mating surfaces, which can be obtained by a numerical model and is also measured by surface profilometers. When only one element of the contact couple undergoes wear, as in MoP implants, the linear wear depth $h(P)$ at each point $P$ of the worn surface is given by

$$ h(P) = k \int_{\gamma_P} p(P, s) ds \quad (5) $$
In addition,
\[ k \int \int_{A} p(P,s) \, dA = \int_{A} h(P) \, dA \]

Finally, note that, according to experimental observations, MoM implants typically show wear trends such as the one reported in Fig. 1: thus the wear process is usually described by two values of the wear coefficient: one higher for the initial running-in (RI) phase and the other lower for the steady state phase, denoted as \(k_i\) and \(k_o\), respectively.

![Sprig 1 Qualitative trend of the volumetric wear vs. time for MoM hip implants.](image)

### 2.2. Hip simulators

Experimental wear tests on hip implants are typically performed using hip wear simulators, i.e., devices able to generate loading and kinematic conditions similar to those experienced *in vivo* by the hip joint. In most cases, hip simulators reproduce simplified gait cycles, as walking is considered the most common daily activity and thus the reference working condition. Wear tests can last several months, corresponding to 10-20 Mc (1 Mc= 10⁶ cycles) performed at 1 Hz frequency.

The state of the art of the hip simulators includes many types of test rigs [11], both academic and commercial, which can differ in load type, kinematics, cup position (i.e., anatomical A or inverted NA) and orientation (i.e., inclination and anteversion), lubricant type (i.e., bovine serum, or synthetic ones). Specifically, the load can be applied to the head or the cup, and its line of action can be fixed or mobile. The load history/waveform, according to *in vivo* measurements [12], is generally characterized by a double peak during the stance phase, followed by a constant value during the swing phase (Fig. 2-a, b). The minimum (\(L_{\text{min}}\)) and the maximum (\(L_{\text{max}}\)) load values typically limit the working cycle within the range 0.1-3 kN. In contrast, the gait kinematics involves the hip spherical motion characterized by the sequence of flexion-extension (FE), abduction-adduction (AA) and internal-external (IER) rotations. Hip simulators can include all or only some of the motion components. In both cases, the angles and the rotations sequence must be specified. The motion can be assigned to a single component (cup/head) or separately to both (e.g., FE(h) + IER(c)) (Fig. 2-a, c). As an example, Fig. 2 describes the loading and kinematic conditions applied in the Prosim simulator [6]. The variability of the test conditions can be regarded as one of the causes of the high dispersion of the wear volumes found in the literature [7,9]. This high dispersion is even more evident for MoP implants, due to the cross-shear effect [9,13,14].

Wear tests in hip simulators can provide many useful pieces of information on the wear process, such as wear volumes (e.g., by means of gravimetric measurements of the implant or head/cup mass loss using accurate analytical balances) and linear wear maps of the head and cup surfaces (e.g., using co-ordinate measuring machines). The latter are very meaningful because they can provide information on the component and regions more prone to wear. Unfortunately, in most studies, only the total volumetric wear is reported, and, to the best of our knowledge, no quantitative wear maps can be found in the literature.

![Fig. 2 a) Scheme of the implant in a fixed frame with the representation of the load \(L\), and the angular velocities of the head \(\omega_h\) and of the cup \(\omega_h\). (b) Load profile and (c) FE and IER angles values, in a simplified gait cycle.](image)
3. Novel Approach to Wear Coefficient Evaluation and Application

As highlighted above, the experimental wear volume $V_{\text{exp}}$ in Eqs. (2-4) is the total volume loss of the coupling from which a unique $k$ value can be obtained. As far as hip implants are concerned, such value can be used to compare the wear generated by different joint simulators and to correlate the in vivo and the in vitro wear rates. However, by the application of a single $k$ value, it is not possible to determine how the total volume is distributed between the two mating elements. Usually, in these cases, it is assumed that $V_{\text{exp}}$ is attributed to a single body or divided equally between the two bodies, that is, they are supposed to have the same wear loss. However, we highlight that, in the latter case, the wear distribution over the mating surfaces can be different in the two bodies [7,9]. In fact, the linear wear depth in the head and cup can be calculated according to the revision of Eq.(5)

$$h(P_c) = \frac{k}{2} \int_{\gamma_c} p(P_c,s) ds$$

$$h(P_h) = \frac{k}{2} \int_{\gamma_h} p(P_h,s) ds$$

(7)

where quantities referring to cup and head are denoted with the subscripts ‘c’ and ‘h’; note that a halved wear coefficient is used with respect to Eq. (5). This point is important, as frequently the total wear coefficient is used both for one and two worn bodies.

When the experimental volumetric wear of both cup and head are available, two values of the wear coefficient can be calculated, that is

$$k_c = V_{\text{exp}} \int_{A_c} \frac{1}{2} p(P_c,s) dA$$

$$k_h = V_{\text{exp}} \int_{A_h} \frac{1}{2} p(P_h,s) dA$$

(8)

and Eqs. (7) are replaced by the following ones

$$h(P_c) = k_c \int_{\gamma_c} p(P_c,s) ds$$

$$h(P_h) = k_h \int_{\gamma_h} p(P_h,s) ds$$

(9)

Again the integrals in Eq. (8) can be evaluated considering $P$ belonging to the head or to the cup indifferently, i.e.,

$$\int_{A_c} \int_{\gamma_c} p(P_c,s) ds dA = \int_{A_h} \int_{\gamma_h} p(P_h,s) ds dA$$

(10)

By comparing Equations (4), (8) and (10), the following relationship can be obtained

$$V_{\text{exp}} = V_{\text{exp}} = V_{\text{exp}}$$

$$k = k = k = k = k = k$$

where a scaled wear volume $\tilde{V}$ is introduced.

By using the following

$$V_{\text{exp}} = V_{\text{exp}} + V_{\text{exp}}$$

(12)

it is straightforward to determine that the total wear coefficient is the sum of wear coefficients of the two bodies

$$k = k + k$$

(13)

Equation (13) can be considered as a general result, although it is rarely found explicitly in other research articles.

It can be worth observing that this approach assumes a uniform $k$ over each one of the articulating surfaces, i.e. $k$ does not vary from point to point. While this is generally accepted for MoM implants, it is not true MoM replacements, where the modification of the molecular orientations of Ultra High Molecular Weight Polyethylene under multi-axial sliding conditions causes an anisotropic wear behavior of the cup, known as cross-shear [14].

Additionally, as already mentioned, $k$ is considered time independent or piecewise constant in time (at and $k_{oa}$), with consequent piecewise linear volumetric wear, according to the qualitative trend in Fig.1.

4. Numerical Wear Model and Simulations Plan

4.1. Wear model

The wear model used in the present study for calculating the wear coefficients is derived from the one presented by the same authors in [7,9] for a single $k$ value. The model exploits an analytical formulation based on a robotics approach and was implemented in Mathematica®. The following simplifying hypotheses were assumed:

- abrasion and adhesion are the main wear mechanisms, which enables the Archard wear law to be adopted;
- the geometrical variation does not affect the contact mechanics because only the initial running-in phase is
simulated, i.e., $k = k_0$;

- the contact is frictionless, because the friction has been demonstrated not to modify significantly the contact pressure and the total wear volumes (less than 3%) [7]; however it is taken into account in $k$.

To briefly summarize the model, only the main steps are reported. Three coordinate reference frames are introduced to describe the two implant components: two mobile ones (on both cup and head) and one fixed, denoted by $g$ (Fig. 3). The coordinates of a generic point $P_c/P_h$ of the cup/head at a given instant are obtained through rotation matrices between the frames $(R_{c}, R_{h})$, i.e.,

$$[P_c(t)]_g = R_{c}(t)[P_c]_c,$$
$$[P_h(t)]_g = O_h(t) + R_{h}(t)[P_h]_h,$$

where $O_h$ is the head center, whose position depends on the load direction defined by the unit vector $\lambda$,

$$[O_h(t)]_g = \frac{cl}{2}[\lambda(t)]_g,$$

where $cl$ is the diametrical clearance.

![Diagram showing three coordinate reference frames: Cup frame, Head frame, Fixed frame](image)

**Fig. 3** Points of the cup ($P_c$) (a) and head ($P_h$) (b) in their local cartesian frames and indication of their spherical coordinates ($r_c, \theta_c, \varphi_c$) and ($r_h, \theta_h, \varphi_h$), respectively. Head and cup position in the fixed frame, in the reference configuration (null rotation angles) (c).

The kinematic conditions of the simulator can be introduced in the model through the rotation matrices and load vector, obtaining the relative trajectories $\gamma_p$ of the each point, and the law of motion $s(t)$. In this way, the wear volume is conveniently calculated adopting the local instantaneous form, obtained by replacing the dependence on the arc length with that on time, that is

$$V = \int k \int p(P, s) ds dA = k \int_0^T \int p(P, s(t)) \left| \mathbf{v}(P, t) \right| dt dA$$

where $\mathbf{v}(P,t)$ is the relative sliding velocity between the elements of the contact pair $(ds=\mathbf{v}(P,t) dt)$, and $T$ is the cycle period, typically assumed equal to 1 s. The Hertz formulas are used to calculate the contact pressure $p(P, s(t))$, adopting a suitable equivalent elastic modulus estimated by fitting analytical results on FE analyses of the implants.

Although limited to running-in phase simulations without a geometry update, the developed model allows rapid $k$ evaluations (one analysis takes less than a few minutes) and hence avoids the high computational costs typical of FE wear models. In addition, the powerful symbolic calculus capability of Mathematica® can improve certain of the discretization limitations of the finite element method.

### 4.2. Simulated cases

In this study, the above-mentioned model was used to estimate the wear coefficients of MoM implants from the wear volume data taken from the literature. For this purpose, a survey of the experimental wear studies was performed, and a wide dataset of hip simulator test conditions with the correspondent wear results were collected. Note that many of these studies do not provide all the data enabling their simulation (e.g., the load/angle curves, simulator characteristics, etc. are not specified); thus, in this paper, only a subset of ten cases was considered.

To investigate the role of implant geometry on wear, studies on both total hip replacements (THR)s [8,15] and hip resurfacing replacements (HRR)s [6,16,17] were chosen, characterized by different values of head diameter ($d_h$) and diametrical clearance ($cl$), as reported in Table 1. The tested implants were in CoCrMo alloy, generally with high carbon content (HC) (>0.2%) which guarantees a higher wear resistance. They were manufactured both as wrought (W) and cast (C), which has been demonstrated to affect the running-in wear only slightly [18]. Moreover, all these selected cases were studied using the same hip simulator, the Prosim, which is clearly described in many studies, e.g., in [6]. In such apparatus, flexion-extension (FE) and internal-external rotation (IER) are assigned to the head and the cup,
respectively, whose angle curves are depicted in (Fig. 2-c). The load is applied to the head and thus continuously changes direction (load vertical for null FE angle). A Paul load type (Fig. 2-b) is simulated, with $L_{\text{min}}$ and $L_{\text{max}}$ being dependent on the test case and exhibiting values in the range of 0.1–3 kN. The lubricant used in these studies was diluted newborn bovine serum (NBS), in some cases supplemented with sodium azide (NaN$_3$), to retard bacterial growth, and ethylene diamine tetracetic acid (EDTA), to inhibit the deposit of proteins on the bearing surfaces (see Table 1). It is worth noting that the lubricant type and its protein content play a main role in the tribological behaviour of the coupling.

The wear data in Table 1 refer to the running-in phase because the numerical model, as already mentioned, does not take into account the geometry update. Note that the duration of the running-in phase is a critical issue because of the high dispersion of the experimental data. To obtain uniform wear data from different literature studies and perform a comparative analysis, a reference period of 1 Mc (10$^6$ cycles) was considered. Indeed this assumption is commonly accepted in the literature and is in agreement with half of the simulated studies (cases 5–9). For cases with an RI duration different from 1 Mc, the volume rates reported in Table 1 were calculated by properly scaling the given wear volume by the correspondent RI period, i.e., 2 Mc and 0.5 Mc for cases 2–4 and case 10, respectively. The only exception is case 1, for which a steady condition was not achieved even after 5 Mc of the wear test [8], for which a period of 2 Mc was assumed, as was assumed in [8] for other HRs without a RI phase. By analyzing Table 1, the total wear volume rates are found to be dispersed in the ranges of 0.13–2.25 and 1.13–2.58 mm$^3$/Mc for the THRs and HRRs, respectively. Note that only the three test cases 5, 6 and 10 reported distinct wear volumes for the head and cup, exhibiting higher values for the head, particularly in case 6.

The selected cases also facilitate the analysis of the sensitivity of $k$ to the implant geometrical features and test conditions. For example, the effect of the head diameter can be evaluated by comparing case 1 vs. cases 2–4 for THRs [8] and case 7 vs. case 8 for HRRs [16]. However, the effect of the clearance can be analyzed by comparing cases 2–4, which tested implants with the same head size ($d_h = 36$ mm) but different $cl$ (105–143 µm), under the same working conditions. The effect of the load is highlighted in the study [15] (case 5 vs. case 6), where two identical implants were tested under two different load regimes/levels. In addition, the repeatability of the experimental wear data is verified by the comparison of test cases 8 and 9, which were tested under almost identical conditions.

<table>
<thead>
<tr>
<th>Case</th>
<th>THR/ HRR</th>
<th>$d_h$ (mm)</th>
<th>$cl$ (µm)</th>
<th>Materials &amp; manufacturing</th>
<th>Lubricant</th>
<th>$L_{\text{min}} - L_{\text{max}}$ (kN)</th>
<th>$V_b$ (mm$^3$/Mc)</th>
<th>$V_c$ (mm$^3$/Mc)</th>
<th>$V_{\text{tot}}$ (mm$^3$/Mc)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>THR</td>
<td>28</td>
<td>62.5</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 1.2g/l NaN$_3$, 0.325 g/l EDTA</td>
<td>0.3 – 3</td>
<td>-</td>
<td>-</td>
<td>2.25</td>
<td>[8]</td>
</tr>
<tr>
<td>2</td>
<td>THR</td>
<td>36</td>
<td>143</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$</td>
<td>0.1–2</td>
<td>0.08</td>
<td>0.05</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>THR</td>
<td>36</td>
<td>124</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$</td>
<td>0.28 – 2</td>
<td>1.57</td>
<td>0.46</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>THR</td>
<td>36</td>
<td>105</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$</td>
<td>0.28 – 2</td>
<td>1.57</td>
<td>0.46</td>
<td>2.03</td>
<td>[15]</td>
</tr>
<tr>
<td>5</td>
<td>THR</td>
<td>28</td>
<td>60</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$</td>
<td>0.28 – 3</td>
<td>-</td>
<td>-</td>
<td>2.58</td>
<td>[16]</td>
</tr>
<tr>
<td>6</td>
<td>THR</td>
<td>28</td>
<td>60</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$, 15.46 g/l proteins</td>
<td>0.28 – 3</td>
<td>-</td>
<td>-</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>HRR</td>
<td>38.5</td>
<td>111</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$</td>
<td>0.28 – 3</td>
<td>-</td>
<td>-</td>
<td>2.58</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>HRR</td>
<td>54.5</td>
<td>126</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS, 0.1% (w/v) NaN$_3$, 15.46 g/l proteins</td>
<td>0.28 – 3</td>
<td>-</td>
<td>-</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>HRR</td>
<td>54.5</td>
<td>100</td>
<td>CoCrMo alloy, HC–W</td>
<td>25% NBS</td>
<td>0.28–2.8</td>
<td>-</td>
<td>-</td>
<td>1.2</td>
<td>[6]</td>
</tr>
<tr>
<td>10</td>
<td>HRR</td>
<td>49.8</td>
<td>236</td>
<td>CoCrMo alloy, HC–C</td>
<td>NBS, 2g/l NaN$_3$, 20g/l proteins</td>
<td>0.3 – 3</td>
<td>0.78</td>
<td>0.34</td>
<td>1.13</td>
<td>[17]</td>
</tr>
</tbody>
</table>

Table 1 Simulated cases: geometrical properties (head diameter $d_h$, diametrical clearance $cl$); implant material of both head and cup: metal alloy, carbon content (high carbon content, HC) and manufacturing process (wrought, $W$, or cast, C); lubricant characteristics: serum type and concentration (v/v), eventual additives (e.g. NaN$_3$ and EDTA) and protein content; load range ($L_{\text{min}} - L_{\text{max}}$) and volumetric wear rates ($V_{\text{Vc/ha}}$ for the head, cup and whole
5. Results and Discussion

Numerical wear simulations of the ten cases listed in Table 1, provided the scaled volumes $\tilde{V}$ in Eq. (11) at 1 Mc. By comparing such values with the experimental ones, $k$ estimations were obtained both for the head/cup and the entire implant according to Eqs. (4) and (8). Wear coefficients were estimated by this method and used to evaluate the correspondent numerical wear maps, according to Eqs. (7) or (9).

The main results are summarized in Table 2. Note that maximum wear depths ($h_{\text{max}}$) were calculated using $k_h$ and $k_c$ where available, whilst using $k$ in all the other cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>THR/HRR</th>
<th>$k$</th>
<th>$k_h$</th>
<th>$k_c$</th>
<th>$h_{\text{max}}$</th>
<th>$h_{c_{\text{max}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>THR</td>
<td>9.44</td>
<td>-</td>
<td>-</td>
<td>34.91</td>
<td>19.14</td>
</tr>
<tr>
<td>2</td>
<td>THR</td>
<td>5.74</td>
<td>-</td>
<td>-</td>
<td>33.67</td>
<td>14.14</td>
</tr>
<tr>
<td>3</td>
<td>THR</td>
<td>4.63</td>
<td>-</td>
<td>-</td>
<td>24.72</td>
<td>10.75</td>
</tr>
<tr>
<td>4</td>
<td>THR</td>
<td>3.83</td>
<td>-</td>
<td>-</td>
<td>18.35</td>
<td>8.30</td>
</tr>
<tr>
<td>5</td>
<td>HRR</td>
<td>0.67</td>
<td>0.41</td>
<td>0.26</td>
<td>2.46</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>HRR</td>
<td>9.42</td>
<td>7.30</td>
<td>2.12</td>
<td>49.93</td>
<td>8.11</td>
</tr>
<tr>
<td>7</td>
<td>HRR</td>
<td>7.89</td>
<td>-</td>
<td>-</td>
<td>28.69</td>
<td>13.58</td>
</tr>
<tr>
<td>8</td>
<td>HRR</td>
<td>2.51</td>
<td>-</td>
<td>-</td>
<td>8.16</td>
<td>3.46</td>
</tr>
<tr>
<td>9</td>
<td>HRR</td>
<td>2.60</td>
<td>-</td>
<td>-</td>
<td>7.23</td>
<td>3.31</td>
</tr>
<tr>
<td>10</td>
<td>HRR</td>
<td>2.62</td>
<td>1.78</td>
<td>0.84</td>
<td>18.00</td>
<td>3.30</td>
</tr>
</tbody>
</table>

Table 2 Main results: estimations of the running-in phase wear coefficients of the entire implant ($k$) and the single head ($k_h$) and cup ($k_c$) components, and the maximum wear depths ($h_{h_{\text{max}}}$) at 1 Mc.

5.1. Estimation of the head and cup wear coefficients

The innovative aspects of this study consist of the estimation of the distinct wear coefficients for the head and cup, both affected by wear in MoM implants, and of the evaluation of how such an approach can affect numerical wear predictions. The values of $k_h$ and $k_c$ were estimated for the three available cases, i.e., cases 5, 6 and 10, and compared to the traditional $k/2$ obtained according to Eq. (13). To ease the comprehension of this point, the results are also plotted in Fig. 4. For all the simulated cases, the values of $k_h$ were higher than those of $k_c$, up to even more than three-fold (see case 6), and hence were higher than $k/2$, that is, the average of the two. This is in agreement with experimental data ($V_h > V_c$) and could be explained by considering the simulated test conditions: the load being applied and fixed to the head causes it to wear more than the cup. Such an effect is evident in the cup/head wear maps predicted using the novel $k_h$ and $k_c$ and were plotted in Figs. 5-a and 5-b for the THR (case 6) and HRR (case 10), respectively: in both cases the head is characterized by linear wear values that are much higher compared to the cup ones. Moreover, the head exhibited a well-defined circular worn area, whilst the cup exhibited a stretched one, both consistent with the contact force trajectory on the bearing surfaces. To highlight the consequences of the novel approach on the wear predictions, the wear maps of cases 6 and 10 were computed assuming $k_c=k_h=k/2$ also, as shown in Figs. 5-c and 5-d, respectively. The comparison of the wear maps at the top and at the bottom of Fig. 5 (5a vs. 5c, 5b vs. 5d) confirmed that the adoption of a single wear coefficient for the two elements produced lower linear wear depths for the head and higher ones for the cup. The percentage errors in the prediction of the maximum values of the linear wear depth for the head and the cup were of approximately -36% and 122%, respectively, for case 6, and approximately -26% and 56% for the head and the cup, respectively, for case 10. Thus, the assumption of the implant wear volume being equally distributed between the head and cup, which is widely accepted in the literature, strongly affects the numerical wear predictions and introduces significant errors.

During the operation of a hip implant, an important wear redistribution mechanism among the head and cup occurs, which depends on the working conditions. To improve the numerical wear predictions, this relevant aspect should be considered both in the $k$ estimation and in the wear modeling, which translates into evaluating and using different wear coefficients for the head and the cup.
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Fig. 4 Comparison of the total/cup/head wear coefficients (k, k, k, respectively). The simulated cases are defined in Table 1.

Fig. 5 Wear maps of cases 6 (a, c) and 10 (b, d) obtained exploiting the distinct wear coefficients for the head and cup (a, b) and the total wear coefficient (c, d). The arrow shows the point where the linear wear depth is at its maximum and reports its value. Note that the wear maps are projected in the plane x_yc, in the reference configuration.

5.2. Effect of the implant geometry and the loading conditions on the wear coefficient

As mentioned above, the wear coefficient is a complex parameter that depends on the lubrication regime, and consequently on the implant geometry and materials, the kinematic and loading conditions, and the overall wear process. In this section, the effect of the implant geometry and the loading conditions on the wear coefficient is discussed. To facilitate the discussion, the total wear coefficients of Table 3 are plotted as a function of the head diameter d_h in Fig. 6, which highlights the wide dispersion of k, both for THRs and HRRs, ranging from 0.67 to 9.44 \times 10^{-8} \text{ mm}^3/(\text{N m}) and 2.51 to 7.89 \times 10^{-8} \text{ mm}^3/(\text{N m}), respectively. Such dispersion in the values of k reflects the high sensitivity and hence specificity of the wear coefficient to the test conditions.

First, the effect of the implant geometry (i.e., head diameter d_h and diametrical clearance c_l) is discussed. Hip implants with different d_h, but belonging to the same study, were compared; in particular, cases 1-4 [8] and cases 7-8 [16] were examined for THRs and HRRs, respectively. According to the trends depicted in Fig. 6, the larger the head, the lower the wear coefficient. In fact, the comparison between 28 mm vs 36 mm d_h for THRs (case 1 vs. cases 2-4) shows significantly lower k for the larger implant (up to -60%). The same holds for HRRs (case 7 vs. case 8): increasing d_h from 38.5 mm to 54.5 mm determines a 68% reduction of the wear coefficient. This trend can be explained considering the change of the lubrication regime, from the boundary to mixed-full lubrication, for larger implants, also reported in the literature [8]. However, different wear coefficients were calculated for THR and HRR with similar dimensions, as occur for cases 2-4 vs. case 7, most likely due to their different structures and contact mechanics. The effect of the clearance (c_l) was also significant. This was clearly revealed by the comparison of cases 2-4, which
involved testing 36 mm implants with clearances in the range of 105 to 143 μm. As depicted in Fig. 6, the decrease of the clearance, which means an increase of contact conformity and hence a better lubrication, caused a decrease of $k$ and $h_{\text{max}}$ of approximately 33% and 45%, respectively.

In addition, the effect of the load on the wear coefficient was investigated. In [15], two identical implants were tested under the same kinematics and similar load profiles, only differing for the magnitude of $L_{\text{min}}$, i.e., the swing phase load (100 N for the case 5 vs. 280 N for the case 6). The results show a noteworthy effect of the test load on the wear coefficients: a 3-fold increase of $L_{\text{min}}$ causes an almost one order-of-magnitude increase of the wear coefficients and wear depths (red squared marks in Fig. 6).
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**Fig. 6** Plot of the total wear coefficient $k$ as a function of the head diameter, for all simulated cases described in Table 1 (each color refers to a specific study).

### 5.3. Model limitations

In summary, the wear coefficient is a quantity/function specific of each tribological system and an accurate estimation of $k$ would require both experimental wear data obtained by testing the effective implant conditions, and a numerical model simulating the same test conditions. Consequently, the reliability of the $k$ estimations depends both on experimental data and numerical modeling. In the present study, the former are taken from the literature and thus assumed to be accurate. In contrast, the modeling assumptions of the wear model proposed by the authors are worth discussing. First, neglecting the geometry update can provide good results in the estimation of the volumetric wear and in the shape of the worn regions, but over-estimates the wear depth, as commented in [7,9]. The accuracy of the approximation decreases as wear increases, involving contact pressure redistribution with lower peak values and larger contact area. Second, a frictionless contact was assumed because, according to [7], which simulates the considered Prosim boundary conditions, the presence of friction does not affect significantly the contact pressure and thus the wear volumes that are employed for $k$ estimation. As an example, case 6 was simulated by assuming a coefficient of friction $f = 0.2$ (Fig. 7). By comparing the frictional and frictionless wear maps (Fig. 7 vs. Fig. 5-a), the former results characterized by wider worn regions and lower wear depths both for the head and cup, up to -40%. Despite the significant differences in the predicted wear depths/maps, almost identical wear coefficients were computed for the two cases, resulting $k=9.47 \times 10^{-8}$ mm$^3$/N m, $k_c=7.32$ mm$^3$/N m, and $k_n=2.15$ mm$^3$/N m for the frictional case (i.e. percentage differences <1.5% compared with the values in Table 2, Case 6 for the frictionless case).

![Case 6 - THR](image)

**Fig. 7** Wear maps of case 6 obtained exploiting distinct wear coefficients for the head/cup and simulating a frictional contact. The arrow shows the point where the linear wear depth is at its maximum and reports its value. Note that the wear maps are projected in the plane $x_c y_c$ in the reference configuration.
Regarding the numerical simulations, a key point is the model validation. Frequently, model validation is based on the match between the experimental and the numerical implant total volumetric wear, which, however, is not a real validation if used also for estimating \( k \). To perform such a validation, first, separate wear volumes should be considered for the head and the cup, taking into account the wear redistribution among the two components, as suggested in this study. Second, wear maps should also be taken into account because the same amount of wear volume can be associated to different wear maps. Unfortunately, wear maps are rarely provided in experimental studies performed in hip simulators. The experimental studies mostly report volumetric total wear rates, sometimes combined with optical and scanning electron microscope images of wear defects, surface geometrical features (e.g., roughness) and surface chemical characterization by energy dispersion spectrometry. To the best of our knowledge, only [6] compares numerical wear maps of the cup/head with pictures of the two worn components with the aim of validating the model. However, more quantitative details are necessary to validate the model as well as the assumption of the Archard wear law, which is seldom doubted. Compared to [6], for case 9 in Table 1, our model provided a higher wear coefficient (1.3 \( 10^{-8} \) vs 1.13 \( 10^{-8}\text{mm}^{3}/(\text{N m}) \)), due to differences in the numerical approaches; in particular in [6] the update of the geometry was implemented. Despite the same volumetric wear and contact pressures in the unworn conditions, different linear wear rates were computed: the values of \( h_{\text{ch, max}} \) scaled by \( k \) were up to two-fold higher in the present study than in [6]. On the other hand, the predicted wear maps were rather similar in qualitative terms: in both cases the head was affected by a circular worn area located at its pole, while the cup by a stretched damaged region, positioned laterally.

Note that several clinical studies [19,20] provide wear maps of retrieved components, but these cases cannot be simulated with the working conditions being unknown. Consequently, future studies should be addressed to reconstruct implant wear maps also taking advantage of the increasingly widespread use of surface profilometers.

5.4. General remarks on the reliability of the wear coefficients

The set of wear coefficients evaluated in the present work can be used for quick and inexpensive long term wear predictions of implants with characteristics and working conditions identical or similar to those described in Table 1. Indeed, note that a value of \( k \) is specific for a given implant working under given conditions. However, this research is not aimed at supplying values of wear coefficients but rather at discussing and suggesting a novel approach to improve both \( k \) evaluation and application. Nevertheless, some drawbacks still must be addressed on both the experimental and numerical side. As mentioned above, reliable experimental wear volumes are crucial for accurate \( k \) evaluation. A distinct repeatability of the experimental tests is demonstrated by the similar wear coefficients of cases 8 [16] and 9 [6], which reproduced similar test conditions. In contrast, unfortunately, most literature studies reported high variations on \( F_{\text{exp}} \) measurements of up to 85% [16]. The results also suggest that the wear data from pin-on-disk/plate, often used in the literature, particularly for the metal-on-plastic implants [21,22], can hardly be applied for artificial joint wear assessment. These simplified tests are certainly paramount to investigate particular wear mechanisms, such as the cross-shear of UHMWPE, but they should not be directly applied in the wear modeling of hip implants. Rather, even more realistic conditions should be reproduced in hip wear simulators, going beyond the standard walking cycle, as supported from experimental evidence [23].

Finally, it should be noted that the above discussed wear coefficients, derived from hip simulator tests, should not be applied to simulate in vivo conditions; one reason for this is the different fluid lubricating the implant, i.e. human periprosthetic synovial fluid in in vivo conditions and diluted bovine serum in hip joint simulators (Table 1). Moreover, the working conditions are much more complex in vivo than in vitro and can cause wear at the head-neck taper and at the rim of the cup, not considered in the present model.

6. Conclusions

This study investigated the estimation of the wear coefficient of MoM hip replacements from experimental data, and its use in predictive wear models, which can be a powerful tool for HR design and reliability assessment. Indeed, a truthful estimation of \( k \) requires itself a validated numerical model and accurate experimental data.

A short background on \( k \) estimation is premised, describing the standard procedure applied when only the total wear volume of the implant is available. In this case, a commonly accepted hypothesis in wear modeling of MoM replacements relies on attributing the same wear coefficient to the head and cup. Sometimes, studies in the literature do not clearly specify whether they are using \( k \) as the total or the single component wear coefficient, i.e. whether \( k \) or \( k/2 \) value is provided.

To overcome such hypothesis and to generalize the estimation of \( k \) for two worn mating surfaces, a novel approach is proposed with its basic analytical formulation, which can be applied to many other tribological system as well. The proposed approach was also implemented in a parametric model developed in Mathematica® by the authors and applied to estimate \( k \) from the wear data found in the literature. In seven cases (out of ten examined), such data are limited to a single value of the total wear volume of the head and cup, but in three cases, the separate volumes of the two components are reported. A comparison between the traditional and the novel approach, with single or double \( k \) values, respectively, is discussed for the first time in this study. The results indicate that for the simulated conditions, the head wears more than the cup, both in terms of volumetric loss and linear wear depth. On the contrary, the use of a single wear coefficient would have led to the same wear volume for the two elements.

In addition, the influence of the implant geometrical features and the testing conditions on \( k \) was investigated. The set of wear coefficients computed for the ten selected cases highlights the high sensitivity of \( k \) to the implant
characteristics, i.e., the higher is the head diameter, the lower is the wear coefficient. Similarly, \( k \) is strongly affected by the test conditions, as wear is strictly related to the lubrication regime, which in turn depends on the loading and kinematic conditions for a given implant. Therefore, it is not correct to choose \( k \) simply on the basis of the material coupling, as the test conditions are important as well. This observation also suggests that wear data from the pin-on-disk/plate is not appropriate for artificial joint wear assessment. Thus, to improve the reliability of the estimation and application of the wear coefficient, it is important to test and simulate the implant in conditions similar to the operating ones. Furthermore, it is suggested that separate wear volumes for the two components should be measured and wear maps should be determined for validating the numerical model.

Ongoing studies aim at improving the numerical model implementing the geometry update due to the wear process. Moreover, the method is going to be applied to MoP implants using the model presented in [14]. Hopefully, with future developments, also some insights of the implant in vivo wear will be gained.
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