Ion microscopy based on laser-cooled cesium atoms
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We demonstrate a prototype of a Focused Ion Beam machine based on the ionization of a laser-cooled cesium atom beam adapted for imaging and modifying different surfaces in the few-tens nanometer range. Efficient atomic ionization is obtained by laser promoting ground-state atoms into a target excited Rydberg state, then field-ionizing them in an electric field gradient. The method allows obtaining ion currents up to 130 pA. Comparison with the standard direct photo-ionization of the atomic beam shows, in our conditions, a 40-times larger ion yield. Preliminary imaging results at ion energies in the 1-5 keV range are obtained with a resolution around 40 nm, in the present version of the prototype. Our ion beam is expected to be extremely monochromatic, with an energy spread of the order of 1 eV, offering great prospects for lithography, imaging and surface analysis.
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I. INTRODUCTION

Charged particle beams of controlled energy and strong focusing are widely used tools in industry and science [1]. State-of-the-art machines provide the possibility of modifying, analysing and imaging different objects and materials from the micro to the nano scale. As an example, a Focused Ion Beam (FIB) column can be combined with a Scanning Electron Microscope (SEM) to provide full control of nanofabrication or nanolithographic processes. Ion energy can be varied typically in the 1-30 keV range, with an energy-dependent resolution attaining the nanometer range. State-of-the-art FIBs are commercially available (see for example: [2–5]), based mainly on plasma, liquid metal tip or helium ion sources for large, intermediate, and low currents, respectively. Despite the very high technological level of the available machines, research of new ion sources allowing even higher resolution and a wider choice of atomic or molecular ions for new and demanding application is very active [6].

In the last decade, proposals [7–9] and experimental realizations [10, 11] of novel ion or electron sources based on the ionization of laser-cooled atoms have been reported and have shown potential improvements with respect to standard sources, in particular a low energy-spread and a high resolution in the low-energy regime. Due to the low temperatures associated with laser cooling, the ion (or electron) beam originating from the cold sample has an extremely narrow angular spread, i.e. a very low emittance. This means that ion or electron sources based on cold atom ionization would be able to create at low acceleration energy very small focal spots with relatively strong currents. Focused ion beams have been generated starting from both a magneto-optical trap (MOT) [10, 11] and a slow and cold atomic beam [12]. Their properties as nanoprobe have been demonstrated first with chromium [13] and then with lithium [14] ions, the latter reaching a 27 nm resolution at 2 keV energy and 1 pA current. Very recently the lithium source has evolved into a complete system of scanning ion microscope able to work in the 500 eV - 5 keV low energy range [15]. On the electron side, high-coherence electron bunches, obtained by ultrafast photo-ionization of cold atoms, have been demonstrated for single-shot electron diffraction studies [16, 17]. It is worth mentioning that, in the 0.1 - 5 fA current range, a laser-cooled atomic beam is being tested as a candidate for the controlled production of low-density ion beams [18]. This could be of interest for ion implantation onto surfaces with nanometric precision aimed at engineering few atom devices [19].

Here we present the prototypical realization of a complete low-energy Focused Ion Beam system based on laser-cooled cesium atoms. The system represents the practical implementation of our original proposal [20]. Atomic ionization is obtained either by laser promoting the neutral atoms into highly excited Rydberg states that are subsequently field-ionized, or by direct laser photo-ionization. The produced ions are coupled to a standard FIB column from Orsay Physics. Once accelerated to energies in the range 1-5 keV, ions are used for imaging and surface modifications of different substrates. A current up to 130 pA is available, and a typical spatial resolution
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on the order of 40 nm at lower currents, largely independent of the ion acceleration in the explored range, is achieved in the produced images. Our results are a first step towards the realization of an industrial prototype of laser-cooled atom based FIB machines.

II. EXPERIMENTAL SETUP

The experimental setup has been detailed in ref. [20]. Briefly, it consists of a recirculating Cs oven outsourcing an effusive flux of cesium atoms, a laser-cooling region, an atomic excitation/ionization region, and finally a FIB column. A picture of part of the setup is shown in Fig. 1. The oven delivers a typical flux of \(1-2 \times 10^{13}\) atoms/s, with an average velocity of 200 m/s, for an oven temperature of 160 °C. After the oven, these atoms are transversally laser-cooled by the interaction with a quasi-resonant laser light until their transverse temperature drops in the few hundreds microKelvin range [21]. At this stage the atomic beam diameter is 4 mm and the estimated atom density is around \(10^{16}\) cm\(^{-3}\). A few cm downstream atoms enter a constant electric field region, where they are laser promoted to a highly-excited (Rydberg) state by interaction with two laser beams, and then a region of a few mm with of rapidly increasing electric field, where they are ionized at a specific field value. The ions are extracted and accelerated by the electric field towards the FIB column. At the end of the column they can be either focused on a sample mounted on a translation stage, or deflected onto a Faraday cup connected to a picoammeter to measure the current.

Differently from most similar experiments [10–13] where photo-ionization is used, atomic ionization is obtained through Rydberg excitation. As detailed in ref. [20], the use of Rydberg atoms has two potential advantages compared to photo-ionization: a very large excitation efficiency and a low energy spread. The former quality is especially true for low principal quantum numbers \(n\), and leads to a more efficient ionization of the atomic beam. The latter quality is largely independent of the excitation volume. Conversely, in the photo-ionization case, the energy spread is proportional to the product of the longitudinal length of the ionization region with the extraction electric field [11]. As a consequence, reducing the energy spread implies having limited ionization volumes, thus leading to small currents [22]. This is not the case for field ionization of Rydberg atoms, where the energy spread is essentially governed by the field gradient in the interaction region and by the characteristics of the chosen Rydberg state [20]. The use of Rydberg atoms is therefore preferred because one can have in principle higher currents with the same energy spread and less laser power [20].

The major technical drawback of the Rydberg method is the resonant character of the excitation and thus the necessity of a fine control of the laser frequency. In our case, Rydberg states with \(n > 20\) are produced by two-step excitation. A first diode laser (external cavity laser with Moglabs, with 60 mW power) is tuned and locked on the \(6s_{1/2}(F = 4) \rightarrow 6p_{3/2}(F' = 5)\) transition at 852 nm, while a second frequency-doubled (SHG), external-cavity diode laser + MOPA amplifier (LEOS Solutions, maximum power 300 mW at 510 nm), tunable in the 508-512 nm range (green), provides the Rydberg excitation on the \(6p_{3/2}(F' = 5) \rightarrow ns_{1/2}/nd_{5/2}\) transitions. This SHG laser can be tuned also above the ionization threshold, providing direct photo-ionization for comparison. The two excitation laser beams, both fiber-coupled, are sent orthogonally to one another and to the atomic beam. They are both focused to a 50 ± 2 μm waist and cross each other in their focal planes.

Once excited, Rydberg atoms, which have the original longitudinal velocity of the effusive beam, enter the region of increasing electric field. Here, Rydberg atoms are field-ionized a few mm downstream, in a longitudinal position dependent on their \(n\) level. Typical ionizing field values (\(d\) states) are 3.5 kV/cm for \(n = 20\), 560 V/cm for \(n = 30\) and 160 V/cm for \(n = 40\) [23, 24]. The longitudinal profile of the field gradient is controlled by the potential of three closely-spaced electrodes, in a configuration similar to that described in ref. [20]. The electric field also provides the necessary acceleration to extract the ions and send them into the FIB column. By applying suitable voltages on the electrodes, different extraction energies are possible up to 5 keV, currently limited
by the electrical isolation of the feedthroughs. With the present electrode design it is possible to obtain an ion signal for all levels \( n > 20 \) up to the continuum of the direct photo-ionization.

The so-extracted ions are then directed into a standard FIB column (for a general description see Chap. 1 of ref. [25]), where the beams can be steered by two pairs of electrostatic deflectors. Subsequently, the ion beam can be apertured by remotely controlled diaphragms, from 10 to 800 µm diameter, which can improve the spatial resolution in the imaging owing to the decrease in the emit-tance. Such an improvement is inherently achieved at the expense of a decrease in the obtained current, meaning that longer integration times are necessary to obtain images with the same contrast. At the end, an objective lens provides the final focusing into the sample while the scanning of the image is done by an octupole. In each scan, the integration time per pixel can be varied between 100 ns and 1 ms, thus defining the total dose of charge received by each pixel. Dedicated computer controls allow us to perform all the operations on the ion beam: adjusting the position and modifying the diameter of the diaphragm, varying the voltage of the many deflecting electrodes, defining the area of the sample to be scanned by the ion beam and the integration time per pixel, thus determining the size and the duration of the scan. The output signal for the images is provided by secondary electrons emitted by the sample, collected by a standard Everhart-Thornley detector mounted at an angle of 45° with respect to the sample surface. The whole apparatus is kept under high vacuum conditions by 3 ionic and 1 turbo pumps. The vacuum is of the order of \( 8 \times 10^{-7} \) mbar in the oven region, and \( 10^{-7} \) mbar in the rest of the apparatus.

### III. RESULTS AND DISCUSSION

We first investigated the maximum ion current produced by our system as a function of the level \( n \) of the excited Rydberg atom. The results are shown in Fig. 2a). As the excitation takes place in presence of an electric field, the atomic energy levels of the same \( n \) and different angular momentum \( l \) are mixed [24] and many atomic lines are observed by varying the frequency of the green laser over a small interval. In absence of electric field one should expect only excitation of \( s_{1/2} \) and \( d_{3/2, 5/2} \) levels, because the starting level is the \( 6p_{3/2} \), but in fact many more lines are present in the non-zero electric field due to level mixing. The ion current in Fig. 2a reports for each \( n \) the value corresponding to the most intense line; the resulting graph has a bell-shaped trend. Towards lower \( n \) numbers, where excitation is more favorable [24, 26], the current available with this method is limited by both the maximum electric field available for ionization and the lifetime of the Rydberg states, which becomes too short for excited atoms to reach the field-ionization region before decaying. These are the reasons for the initial increase of the current yield as a function of the level \( n \) of the excited Rydberg atom. The maximum current is obtained for \( n = 26 \), but the performances in terms of imaging capabilities are similar for \( n \) values in the 24-30 range. For higher \( n \) values, the current yield decreases again because of the decrease in the transition dipole moment of the \( 6p_{3/2} \rightarrow ns/nd \) transitions [24, 26]. In our conditions, for a laser intensity around \( I \sim 100 \text{ W/cm}^2 \), the current obtained with the best Rydberg excitation is about a factor 40 larger than that obtained by above threshold photo-ionization. This represents a real advantage of our method.

Figure 2b) shows the current as function of the green laser power for \( n = 26d_{5/2} \). For this value of \( n \), the laser power is large enough to saturate the second step of the atomic excitation. An ion current above 120 pA is typically produced for a green laser power larger than 60 mW, while currents up to 150 pA have been measured.
for higher oven temperatures and different laser configurations.

The performance of our complete FIB prototype based on the laser-cooled cesium atomic source has been demonstrated through the analysis of different samples. An example of the imaging capabilities at low and intermediate beam energies (2-5 keV) is shown in Fig. 3. Here, the specimen consists of a copper square grid placed over a lithographed silicon substrate. The copper grid is a standard TEM mesh (nominal pitch 65 µm, bar width 10 µm), whereas the silicon substrate presents an array of square features (10 µm pitch, bar width 2 µm) produced by lithography. The shown images well elucidate the system performances at different ion beam energies. The quality and resolution of the images are not affected by the acceleration voltage, at least down to 2 keV (Fig. 3c). In conventional FIB systems, the possibility to operate at low ion beam energy is typically hampered by several limitations, including the chromatic aberration of the ion optics due to the non monochromatic energy distribution of the ion source [27]. This is expected to be strongly reduced by ion sources based on laser-cooled atoms [11, 20].

The shown images demonstrate also the capability of this prototype to detect and discriminate between different materials, owing to contrast mechanisms based on material properties and by possibly occurring charge accumulation at the surface. The latter phenomenon is known to reduce secondary electron yield through the so-called passive voltage contrast [28], hence leading to a material dependent contrast mechanism. The sensitivity to topography is also well demonstrated by these images: defects on the copper bars are clearly visible, the surface features on the silicon substrate can be discerned even if they are due to very small height modulations. Furthermore, a relatively large depth of field is achieved, which should be in the several hundreds µm range, given the estimated convergence angle of 1 mrad of the ions onto the sample. This can be seen, for instance, by looking at Fig. 3c). Here, an irregular border of the substrate underlying the TEM mesh is imaged: small details can be discerned in both the mesh and the cleaved substrate.

The spatial resolution of our FIB can be inferred by sectioning different images where the objects provide sharp edges. A typical example is shown in Fig. 4, where the edge of a molybdenum feature of the Faraday cup is scanned. The analysis, carried out by using a conventional microscope software (ImageJ, NIH) and based on a best-fit to an error function of the line profile resulting from sectioning the image, suggests a spatial resolution, intended as the interval between the 20% and the 80% levels of the best-fit curve, below 40 nm. A better resolution (≈20 nm) has seldom been attained, but 40 nm is the reliable and reproducible value for day to day operation of the FIB prototype in the present stage of development.

Such a spatial resolution turned out to be limited also by an irreversible misalignment between the laser-cooled atomic source, in particular the ionizing/condensing elec-

![FIG. 3: Images of a copper grid (50 µm pitch) on a silicon lithographed substrate (10 µm pitch) for different beam energies. a) 5 keV, 10 pA, 50 µs/point, 100 µm aperture, b) 3 keV, 10 pA, 50 µs/point, 100 µm aperture, c) 2 keV, 3 pA, 50 µs/point, 50 µm aperture. Calibrated field of view (FOV) are reported at the bottom of the images.](image-url)
FIG. 4: (Color online) Cross section analysis of the sharp edge of the molybdenum surface of the Faraday cup shown in the inset (the thick yellow line represents the direction of the line profile). Experimental points are reported as dots. The green solid line is the result of a best-fit carried out with the ImageJ built-in function. The dashed vertical lines represent the 20-80% variation interval of the best-fit function, leading to estimate the spatial resolution as $\Delta x_{20-80} = (32 \pm 10)$ nm. The image has been acquired at 2 keV acceleration energy, 20 $\mu$m aperture and 1 pA current.

trodes (see Fig. 1b)), and the electrodes of the FIB column employed in the present experiment, leading to astigmatism of the beam. Moreover, the ion optics implemented in this initial stage of the column is conceived to operate with a point-like ion source such as the conventional Ga Liquid Metal Ion Source (LMIS). On the contrary, the transverse size of the beam produced through ionization of the laser-cooled cesium beam is in the few hundred $\mu$m range, implying the occurrence of stray ion trajectories at the entrance of the column. Although this can be mitigated by aperturing the beam, a compromise must be found between the resulting aberration and the available current. We expect that a revised design of the ion optics, presently under development, will suppress these aberration effects.

Despite of the mentioned limitations and as a further proof of the capabilities of our system to operate at intermediate voltages, we notice that the demonstrated spatial resolution around 40 nm is already comparable to what is achieved with conventional, LMIS based, FIBs operated at intermediate ion beam energy. Figure 5 shows images of test samples (tin droplets on carbon) acquired with our prototype and with a commercial FIB (Cobra-FIB by Orsay Physics), in panel a) and b), respectively. The overall quality of the images, depending on the spatial resolution and on the contrast, is comparable in both cases, or even better for our system. In fact, small tin droplets can be clearly discerned, as well as surface structures of the larger spheres. A few horizon-
tal scars appear on the scan produced by our prototype (Fig. 5a), due to residual instabilities of the laser frequency. Such instabilities are expected to be removed in further implementations of the system, by making use of a more stable laser setup.

The cesium FIB system has been tested also in terms of its capability of modifying a surface. To this aim, we have directed the focused ion beam onto selected surface regions of different samples, as in conventional FIB milling procedures. Subsequently, we have imaged the sample in order to analyze the effect of the ion/surface interaction. Some examples are reported in Fig. 6, where stainless steel, a), b) d), and tin, c), surfaces are locally modified according to different motifs (geometrical shapes or characters), as enabled by the software controlling the FIB column.

The low energy (2 keV) and most-of-all the very small current (2 pA) of the ion beam used in the tests are expected not to produce remarkable removal of material. For instance, according to ref. [29], removal rate of silicon substrates produced by Cs ions at 2 keV, normal incidence, is expected to be below one atom per incident ion. On the other hand, at larger current yield, cesium ions sputtering properties are well known, making this element widely used for negative ion sources based on surface bombardment [30]. However, the shown examples clearly demonstrate the ability of our beam to induce surface modifications even in the low-current regime. In modified regions, we observe both dark and bright features, compared to the average level of the images, see, for instance, Fig. 6a) and d). In the process, cesium ions are effectively milling the surface, e.g. sputtering material. This corresponds to the dark features, i.e. letters in Fig. 6b) and c). At the same time, however, the cesium deposited onto the surface increases the production of the secondary electrons used for imaging. In fact, cesium is known to modify the work function of the sur-
According to ref. [27], are spherical and chromatic aberration-limited spot sizes, achromatic aberrations and from the diffraction limit. The size in absence of aberrations, from the spherical and the achromatic aberrations, and thus to spot sizes no longer limited by chromatic aberrations (see ref. [20]) may lead to a smaller energy dispersion ∆U/Ui the relative energy spread of the ions in the image plane.

The resolution of a microscope system is related to the term on the fraction of the total current considered [31], Csi and Cci are design parameters of the FIB column, αi is the angular beam divergence and ∆Ui/Ui the relative energy spread of the ions in the plane image.

The aberration-free source size dss is given by (see [31])

\[ d_{ss} = \frac{2 \sqrt{I}}{\pi \alpha_i} \sqrt{\frac{5}{B_i U_i}} \]  

where \( I \) is the current and \( B_i \) the reduced brightness of the source.

The actual ion spot size can then be evaluated as (see [27])

\[ d \simeq \sqrt{d_{ss}^2 + d_s^2 + d_c^2}, \]

where we have neglected the diffraction-limited spot size owing to the extremely small de Broglie wavelength of accelerated ions.

We estimated the brightness \( B \) of our system combining the experimental data with the results of a simulation carried out using the SIMION software. The simulation for the experimental parameters (considering 50 % of the current in the beam, a spot size around 330 nm, a current of 1 pA at 2 keV) gives: \( \alpha_i = 1 \) mrad, \( C_s = 1.5 \) m and \( C_c = 0.5 \) m. With these values we obtain a reduced brightness of the beam \( B_i = 2.8 \times 10^5 \) A sr \(^{-1} \) m\(^{-2} \) eV\(^{-1} \). Moreover, we can try to estimate the energy spread ∆Ui. By inserting these values into Eqs (1-3) we obtain that the estimated ion spot size \( d \) is largely dominated by the chromatic aberration, being the aberration-free term \( d_{ss} \sim 27 \) nm and the spherical aberration-limited one \( d_s \sim 0.4 \) nm. Thus, we would obtain an energy spread of the order of \( \Delta U_i \sim 2 \) eV for 2 keV ions. This is roughly compatible with the estimated energy spread for the field ionization of the selected (\( n \sim 30 \)) Rydberg level, see Table III in ref. [20].

Even if dedicated experimental investigations are necessary to clarify the role of the different parameters that actually determine the performances of our FIB, we can estimate that using other “exceptional” Rydberg states (see ref. [20]) may lead to a smaller energy dispersion and thus to spot sizes no longer limited by chromatic aberrations.

IV. CONCLUSIONS AND OUTLOOK

In conclusion, we have demonstrated the potential of a new source for FIB columns using a laser-collimated cesium atomic beam, ionized to produce a low energy dispersion ionic beam. The ionization is done by a two-step...
process, with first an excitation to a Rydberg state and a further ionization by an electric field. By coupling this ion beam to a standard FIB column we show its ability to produce images with a spatial resolution below 40 nm at low energies (2-5 keV). We also demonstrate modifications of the surface interpreted as due to a combination of surface milling and cesium deposition.

A new generation of electrostatic optics is under realisation to overcome the present intrumental limits. This will demonstrate the ultimate possibilities of this FIB prototype, based on the new approach of field ionization of Rydberg atoms, excited from a laser-cooled atomic beam. Moreover, a laser-cooling compression phase, located between the collimation and the excitation/ionization regions, would be important to increase the neutral atomic density prior to ionization [21]. This eventual implementation is expected to increase the current and possibly the brightness of the source. The consequent reduction of the atomic beam radius would also reduce laser power requirements, as lasers could be focused more tightly. At this point, due to the expected increase in the current density, problems arising from Coulomb forces among particles will come into play [20], degrading the emittance and thus the brightness. Nevertheless, extended simulations of the expected behavior of a laser intensified thermal beam used as an ion source for a FIB have been recently performed in Eindhoven, showing that nanometer size spots can be attained with a 30 keV beam of Rubidium ions up to currents of a few pA, outperforming a LMIS based FIB in terms of minimum attainable spot size [32, 33].
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[23] Rydberg states ionize at the electric field of $\approx 400 \times (30/n^*)^4 \text{ v/cm}$ for alkali-metal atoms, where $n^*$ is the effective principle quantum number.


[26] The optical excitation cross-section of a resolved rydberg state has a $n^{-3}$ dependence.


