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ABSTRACT

This paper presents a short-term time-domain algorithm for ship motion simulation. Plane
motion is considered, thus a three degrees of freedom model can be used. The main inputs
of the model are: propellers speed, rudder angles and initial conditions (in terms of initial
position/orientation and linear/rotational velocity). The outputs are final ship position and ori-
entation after a given simulation time. The huge amount of data available in the Voyage Data
Recorder (VDR) and the results of sea trials performed before the ship delivery can be used to
estimate the needed parameters, implementing a simple but reliable linear regression scheme.
As a case study, the proposed model was applied to Costa Concordia manoeuvring simula-
tion in order to asses its reliability in terms of trajectory prediction. Finally, as an example
of application, the simulator was implemented in a real time manoeuvring predictor, which is
capable of foreseeing the ship position up to 40 s ahead in time, supporting the Commander
in emergency operations.

KEYWORDS
Ship motion simulator; Plane motion model; Costa Concordia shipwreck; Manoeuvring
predictor

1. Introduction

Simulating vessels’ behaviour during navigation is a crucial issue for naval architects. Two
different kinds of ship manoeuvring models are available in literature (23rd ITTC Manoeu-
vring Committee (2002)): models for prediction of ship manoeuvrability (al) and models for
use in simulators (a2). The al models are mainly aimed at estimating the vessel behaviour
at design stage, in order to satisfy its compliance with technical specification and loyal re-
quirements (International Maritime Organization, IMO). On the other hand, the a2 models
are mainly developed for real-time or faster simulators for training purposes or to foresee the
behaviour of a given ship (both at design stage or after ship construction). Since al simulators
are generally set-up before vessels construction, a lot of information about design parameters
need to be implemented in really complex models. Simulators exploiting a2 models instead
are often based on less parameters, measured during PMM tests (if the model is developed be-
fore ship construction) or during sea trials (if the model is developed after ship construction).
It is then possible to follow a sort of “black-box” approach. This approach is widely docu-
mented in literature; a mathematical model is built, setting its free parameters and coefficients
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by means of a fitting process, using experimental data measured on the real system. Differ-
ent choices can be made for the interpolation functions, such as polynomial, exponential or
Gaussian functions, Maffezzoni and Gubian (1995). Moreover, recent techniques like neural
network approximation have demonstrated their effectiveness in modelling complex systems,
Poggio and Girosi (1990). In the case of ship position prediction, a simplified model can be
studied and its parameters can be extracted from recorded navigation data to reflect the actual
ship behaviour. A more detailed overview of the existing modelling techniques applied to ship
manoeuvering simulation can be found in Sandaruwan et al. (2010); Suleiman (2000). In the
present application, a least square fit was implemented to calculate the parameters needed by
the chosen mathematical model. Two sources of experimental data were available for param-
eter extraction: the results of sea trials performed before the ship delivery to the owner and
the data stored in the Voyage Data Recorder (VDR) during navigation.

Several publications are available concerning al models, which are really important for naval
architects and ship designers and give good results in terms of manoeuvring evaluation,
Revestido et al. (2011); Sutulo and amd C. Guedes Soares (2002); Oltmann (1996); Ishig-
uro et al. (1996). On the other hand fewer papers are available concerning a2 models, Ba-
rauskis and Friis-Hansen (2007); Shyh-Kuang et al. (2008). An example is given in Mohd
et al. (2012), but the proposed simulator is not validated by means of comparison between
simulated and experimental data. In Sandaruwan et al. (2010) the authors use an approach re-
ally similar to the one proposed in the present paper, i.e. a ship motion model is implemented
based on few model parameters which are evaluated using standard ship manoeuvring tests.
Anyway, a six-degrees of freedom model was implemented and complex equations of motion
were used, also considering (uncertain) environmental conditions. Moreover, the parameters
calculation was not explained in detail in Sandaruwan et al. (2010), and the authors stated
that some parameters were approximated exploiting literature data. In the present paper, all
the needed parameters were calculated from navigation data. The oil tanker ESSO Osaka was
considered for validation in Sandaruwan et al. (2010), but simulation errors were pretty high:
for instance, the experimentally measured turning radius was about 375 m while the simulated
one was about 550 m.

This is the reason why a new simulator model was studied and presented in this paper. The
model was applied during the trial for Costa Concordia shipwreck, to deeply investigate and
reconstruct the instants before the impact with Giglio island rocks, Neri et al. (2014). Any-
way, its application can be extended to other ships provided that the results of sea trials are
known or a suitable set of recorded data is available. In Section 2 the implemented mathemat-
ical model is described, along with the main hypothesis and the numerical strategies adopted.
The algorithm is then validated by means of comparison between experimental data and sim-
ulation results. The case study of the Costa Concordia is presented in Section 3. In Section 4
another application of the simulator is presented: since the proposed algorithm showed good
results in terms of short term manoeuvres simulation, the simulator was implemented in a
real time fashion for ship trajectory prediction, as a tool for Commander during emergency
operations, Neri and Neri (2015). Finally, in Section 5 some conclusions are given, along
with possible future developments of the proposed algorithms, such as the implementation
in a control loop for auto-pilot applications or autonomous vehicles manoeuvring. Indeed,
a reliable model of vehicle dynamics is a crucial issue to achieve control robustness, Bums
(1995); Das and Talole (2016); McMahon and Plaku (2016).



2. Available data

The proposed approach requires the estimation of some model parameters through recorded
navigation data. In particular, two sources of data were taken into account in the present
application: standard sea trials results and regular navigation data stored in the VDR. In
fact, some mandatory sea trials must be performed before the ship is delivered to the owner.
Several international organizations are entitled to grant the manoeuvrability certificate
(Manoeuvring Booklet). In the case of Costa Concordia these trials were performed by
Centro per gli Sudi di Tecnica Navale (CETENA). The main tests performed on the vessel
during sea trials are: Turning circle (steady state turning evaluation), Free stop (stopping
distance evaluation), Crash stop (stopping distance evaluation if propellers are powered
backwards), Zig-zag (evaluation of responsiveness to rudder position), Williamson turn (man
overboard manoeuvre evaluation). These tests are performed using a Differential GPS, so that
the positioning error is reduced to 2 m, and by recording the data on the VDR for successive
elaboration.

On the other hand, VDR is a mandatory system installed on modern vessels to provide
information to investigators in case of accident, InternationalMaritimeOrganization (1997).
Various sensors and devices record navigation data on an industrial grade computer (Pic-
cinelli and Gubian (2013),Gubian et al. (2015)). Among the data collected by the VDR,
the most relevant for the present application are position (GPS error abut 10 m), velocity,
heading, date and time, propellers speed and rudders angle. Two hours of operation of the
VDR after the loss of main power are guaranteed. At least a copy of the last 12 hours of
recording is saved in the Final Recording Medium, which is a capsule designed to survive an
accident and to be recovered by the investigators. Furthermore, a larger recording time can
be provided by other supplementary recording media.

3. Mathematical model

The aim of the present work is to simulate the short-term behaviour of a ship in terms of
heading and position. This problem is really complex in general, since ship response depends
on several different parameters such as inertia properties, hull shape, propeller(s) type and
rudder(s) dimension. Some simplifying hypothesis have been considered, in order to reduce
model complexity and calculation time. For dynamics purpose, the ship can be considered as
a 6 Degrees Of Freedom (DOF) rigid body. Anyway, z position and rolling and pitch angles
are only relevant for stability studies and under severe weather conditions, while they can be
neglected in this study. A 3 DOF model was then considered, as shown in Fig.1.

This simple model proved to be adequate for short term prediction of the trajectory of the
ship Maimun et al. (2011); Milanov et al. (2011); Skjetne et al. (2004). Moreover, it allowed
to reduce the number of variables and equations involved, reducing simulation time without
losing relevant information. In fact, neglected DOFs generally do not have relevant variations
for cruise ship during travels (which is the case study presented in this paper), thus enhanc-
ing passengers comfort. This assumption anyway does not reduce the application field of the
method, as it can be applied anytime plane motion is dominant in ship behaviour, e.g. big
cargo ships, river boats and small boats travelling in calm water conditions (i.e. null wave
excitation).

Another simplifying assumption is that wind and current effects are negligible for the consid-
ered manoeuvres. This effects have been modelled in other papers Pérez and Blanke (2002);
Varela and Soares (2015); Raman-Nair et al. (2014), but the error introduced by neglecting



/g< yaj}:v

Xg g

Figure 1. 3 DOF model and coordinate systems.

them is reduced if the simulated ship travels in calm water and low wind conditions, which is
the case considered in the present paper.

The plane motion of the ship can then be studied considering Newton’s equations among the
three DOFs:
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where Mg, M, M, represent the yaw moment determined by the water interaction with the
rudders, the hull and the propeller respectively, while M, represents the effect of environmen-
tal conditions (i.e. wind and current). F,, Fp, Fs , are the hydrodynamic forces acting on the
hull, on the propellers and on the rudders along the longitudinal direction. Fe  represents the
effect of environmental conditions along the longitudinal direction, while Fy , represents the
inertia force due to » = 9. F, and Fy , are the hydrodynamic forces acting on the hull and on
the rudders along the transverse direction, while F  represents the effect of the environmental
conditions. Fy  is the inertia force acting along the transverse direction. Finally, m represents
the ship’s mass and I, represents its moment of inertia along the z axis. It is worth noting that,
as stated, in this work environmental conditions such as wind and current were neglected, thus
in the following M. = 0 and F;, = F.y = 0. Again, a complete representation of the loads
acting on the ship would require a really deep knowledge of ship geometry and characteristics
Maimun et al. (2013). Literature shows several papers which deal with this topic, providing
high complexity solutions 21st ITTC Manoeuvring Committee (1996); 22nd ITTC Manoeu-
vring Committee (2002); 23rd ITTC Esso Osaka Specialist Committee (2002); Martelli et al.
(2014). Those studies are surely useful during design stage, when ship’s manoeuvrability
must be evaluated before experimental data are available. The presented simulator is intended



to be applied to ships whose actual behaviour can be measured during navigation Sandaruwan
et al. (2010). Those complicated relations can then be highly simplified, taking into account
only the dependencies between the governing quantities. The simulator has been applied to
Costa Concordia cruise ship, whose main characteristics are summarized in Tab.1.

Table 1. Main characteristics of Costa Concordia cruise ship

Quantity Value Unit

Length 289.6 m
Beam 35.5 m
Draft 8.4 m

Displacement 47000 t
Gross tonnage 114147 t

It has two independent engines connected to two independent propellers. A difference in
the rotational velocity of the propellers can be set to facilitate turning manoeuvres. The ship
also has two rudders with hydraulic actuators, which are always piloted to be parallel in the
considered data. These considerations allowed to develop Eqgs.1, which can be written as:

¥ = Ny (sin(81) + sin(8,) )ulu| + Nor|r| + N3 (pi|p1| — p2|pa)
%= Xi1(p1|p1|+ p2|p2|) + Xoulu| + Xa3r* + X4 B ()
V=Y +Y2i§ —|—Y3r2

where X;, Y;, N; represent constant coefficients, depending just on the considered vessel.
The symbols p; and p; represent the propellers rotational velocity, and d; and &, represent the
rudders angle (the subscript 1 refers to port side while the subscript 2 refers to starboard side).
All the other symbols in Egs.2 are referred in Fig.1. In the proposed model, d; and &, only
appear in the first of Egs. 2 through the constant parameter N;. This implies that only the ef-
fect of the rudders on the rotational behaviour of the ship is considered at the present research
stage (i.e. 5, = F5, = 0). The action of the rudders mainly depends on the hydrodynamic
force of the water, which can be considered proportional to the square of the velocity u. The
hydrodynamic moment acting on the hull is represented by the term N,r|r|. Finally, propellers
influence on rotational behaviour is taken into account by the term Nz(pi|p1| — p2|p2|): p1
and p, appears with opposite signs because they produce opposite yaw moments on the hull.
On the other hand, propeller speed appear as a sum (multiplyed by X;) in the second of Egs. 2,
since both of them produce the same force sign in longitudinal direction. The hydrodynamic
force acting on the hull is represented by the term X,u|u|, and inertia terms are represented by
X;37? (centrifugal component due to rotational velocity) and X4 (tangential component due
to rotational acceleration). Finally, only the hydrodynamic force acting on the hull and inertia
effects are considered to be relevant in the third of Eqgs. 2 and are represented with the terms
Y1v|v| and Y>3 + Y372 (sum of centrifugal and tangential components) respectively.
These equations could not be used in “a priori” model because of the high simplification level
and the difficulties to directly obtain the values of the needed constant parameters at design
stage. This simplification anyway is compensated in the proposed simulator by the experi-
mental constant parameters, which are extracted using recorded navigation data: the model is
trained using known data to learn how the ship would behave under certain inputs. Neverthe-
less, a more refined mathematical model could take into account some other dependencies,
improving the simulation reliability (also for longer time) and enhancing the application field



of the method. Some possible model development are proposed in the conclusions.

3.1. Parameters extraction

This section describes how the constant parameters needed to integrate the equations of mo-
tion (Eqgs.2) can be calculated using manoeuvring data collected during sea trials. In this
paper, Costa Concordia cruise ship was used as a case study. Two main data sources were
available: manoeuvring booklet and VDR registrations.

The manoeuvring booklet is an official report which describes the results of standard manoeu-
vres of the studied ship in terms of rudder angles, propeller speed, east and north coordinates
and heading. The tests are aimed at verifying if the ship response to the given command is
compatible with the specifications. Anyway, these experimental data can be directly used only
to analyse manoeuvring instructions (i.e. propellers speed and rudders angle) which are really
close to the test ones. It is not possible to estimate the ship answer in different conditions
directly from those results. On the other hand, it is possible to use recorded data to estimate
the values of the constant parameters needed in Egs.2. Those parameters can then be used to
estimate the ship response under arbitrarily chosen inputs.

The parameters extraction algorithm can be exemplified considering the first of Eqs.2. All the
time-varying quantities (8, u, r, p1, p2) are known in the chosen recorded data (i.e. VDR or
CETENA data), while the constant parameters are the unknowns (V;, N, N3). The first of
Eqgs.2 can be rearranged in a matrix form as follows:

(sin(81 (1)) + sin(8>(n))ue(tn)|u(er)| (1) |r(11)] (o1 (10)] 1) = pa(en) | pa(11)])
My = (sin(81(17)) + sin(82(1;)) Ju(t;) |u(t;) | rkl;i.)’r(ti)‘ (p1(t)|p1(5)| — p2(t:) | P2 (1))
(sin(81 (1)) + sin(8> (1)) )ue(tn) |u(ta)| 7(1) | (10)] (21 (1) 21 6)| = P2 (2) |2 00)])

1§(l‘1)
N
19(5) =My | M2
. N3

B (t,)

3)

The considered system is overdetermined, since it has a number of equations equal to the

number of recorded data, thus much higher than the number of parameters to be computed.

The problem can then be solved by means of a least square interpolation. It can be proven

that the least square solution of the problem can be found by computing the pseudoinverse

matrix Lawson and Hanson (1995). If a matrix A is considered, having n rows and m columns
(n >=m), its pseudoinverse A" is defined as:

At = (ATA)~1AT (4)

Eq.3 can then be solved to find the parameters N; by computing M$ :
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This procedure can be applied to all the equations of motion (Eqs.2), so that all the needed
parameters N;, X;, ¥; can be computed (see Appendix A for the regression analysis results).
Several different recorded manoeuvring data were considered in this work as a reference to
calculate the constant parameters. The CETENA sea trials data were considered to be more
reliable to extract the parameters, due to the higher accuracy of the differential GPS system
adopted to record data. Thus, the Turning circle manoeuvre documented in the CETENA
Manoeuvring Booklet was firstly adopted to compute parameter Setl. Anyway, to assess the
effect of low-quality data on parameters extraction, also VDR data (measured with on board
GPS system) recorded just before the impact with the Giglio island’s rocks were considered to
extract a parameter Set2. This allowed to confirm that the higher quality of the Manoeuvring
booklet data was crucial to obtain a reliable parameter set (see below).

3.2. Initial conditions

After parameters estimation, Eqs.2 can be integrated. Anyway, the integration process needs
as an input the initial conditions of the ship at the simulation starting time, i.e. initial coordi-
nates and heading (which will be called “initial position” for brevity) and linear and rotational
velocities (which will be called “initial velocity™).

Initial conditions estimation is not trivial: the VDR records information about ship’s velocity
(both linear and rotational), but these values are not highly reliable since sensors precision is
low. Moreover, only the amplitude of the resultant vector is measured, giving no information
about its two plane components (u, v, Fig.1). Velocity information could then be obtained by
deriving recorded coordinates and heading with respect to the time, but a numerical incremen-
tal ratio would give an unstable result, because of GPS and compass measurement noise. To
overcome this issue, position and orientation information of the ship were interpolated with a
polynomial function. A third order form was chosen, thus the acceleration is time dependent.
The g generic DOF of the ship (i.e. xg, yg or ) could be written in the form:

q(t) =at® +bt* +ct+d (6)

where a, b, ¢ and d represent the polynomial coefficients. Being #y the simulation starting
time, a time window was cut around 7y from the imported data, having a length 2¢, (e.g. ty, =
10 s in the following). The data belonging to the range interval between #g —t,, and #g +t,, were
considered to calculate the coefficients in Eq.6 using a least square fit. It was then possible to
derive the polynomial form to obtain the velocity information (i.e. §(¢) = 3at> 4 2bt +c). This
procedure was applied to the 3 DOF of the ship as defined in Fig.1. Fig.2 shows an example of
the VDR recorded ship’s x, coordinate over time (black dots). The gray solid line represents
the computed polynomial, while the dashed black line represents the tangent obtained using
the described method.

It is worth noting that the described procedure returns the best initial velocity estimation at
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Figure 2. Initial conditions estimation through polynomial filtering.

the middle point of the studied interval and it is applicable only if a manoeuvre recorded in
the VDR is to be simulated. On the other hand, if the simulator is implemented in a prediction
algorithm for real time application (see below) no information are available after 7g. In this
situation, the time window used for the interpolation is 7y — 2¢,, and the best estimation of
initial velocity is obtained at ty — #,,. The first #,, s of simulation are then used to compute
velocity information at 79, while the new foreseen data will start at 7.

3.3. Differential equations integration

Differential equations integration is the last step to obtain the simulated ship trajectory and
its final position and heading. Two different integration methods were considered for the
application, Epperson (2013): forward Euler’s method and Runge-Kutta method. While the
first requires a simpler implementation and a shorter computational time, the latter is known
to provide better performances by means of integration error over time. The two methods
showed almost equal integration results: since mainly short time simulations are performed
in the present work, the advantages of the more complex Runge-Kutta method were found to
be negligible for this application. On the other hand, the forward Euler’s method was found to
be four times faster than the Runge-Kutta method. Thus, the simpler forward Euler’s method
was selected, using a time step d; = 0.1 s. In each time step, the first of Egs.2 is independent
from the others, so it could be integrated first (considering the accelerations expression of
Eq.2):

Bip1 = O+ Vidy

. 1. 7
Oi1 = 0+ Oy + 5 i}

The xg and y, coordinates needed a more articulated procedure instead, since the reference
frame chosen to write the equations of motion was not fixed (Fig.1). From the second and third
of Eqgs.2, accelerations along x and y local directions could be obtained, thus the module of



resultant acceleration vector was a = /2 + j2. It was then possible to compute X, = asin(y)
and j, = acos(y), being y = arctan (j/x) + ¥ the angle between the acceleration vector and
the y, direction. The forward Euler’s method could be used to compute u, v:

Uir] = Xip1 = X; +Xidy
3)
Vitl = Yit1 = Yi+Vidy

Then, considering that U = vu? +v? and = arctan (—v/u), it is possible to find %, ye:

)'Cg’i =U; sin(B[ + 19,')

)
Ye,i = Uicos(Bi + 0:)
Finally, the coordinates xg, y, of the ship can be determined as:
. |
Xgit1 = Xgi+Xgidi + Exg,idt
(10)

. 1.
Yg,i+1 = Yg,i +yg7idt + EJ’g,idtz
At the end of each time-step, final xy and y, coordinates and heading ¥ were obtained,
along with additional information such as u, v and r velocities and 8 angle. It was then possi-
ble to simulate an arbitrarily long time period by repeating the described procedure iteratively.

3.4. Algorithm description

This paragraph summarizes how the proposed model was implemented in an algorithm to
simulate the ship behaviour. Firstly, recorded navigation data sets are imported from VDR,
manoeuvring booklet or other sources. Then, the constant parameters of Eqs.2 are estimated
from the chosen set of known data. This operations can be performed just once, and then
the obtained parameters can be used for all the desired simulations. Once simulator setup
is completed, initial conditions are calculated with the polynomial interpolation described
above. Rudders angle and propeller power are programmed for the whole simulation time.
Differential equations are integrated for the chosen simulation time. The algorithm outputs are
then available in terms of position, velocity and acceleration along the 3 DOFs over time, and
can be plotted for post-processing purposes. Fig.3 shows the steps of the proposed algorithm.

3.5. Model validation

The described algorithm was validated by comparing simulation data with measured ones.
Ship’s initial conditions were extracted from recorded data, along with rudder angles and
propellers speed, then simulations started. Finally, simulated results were compared with real
measured ones.

To better validate the results, both considered sets of parameter values (i.e. Setl and Set2)
were firstly applied to simulate the same manoeuvre they were extracted from. Then, both
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Figure 3. Algorithm flow chart: parameters extraction and simulation procedure.

Setl and Set2 were used to simulate some manoeuvres which were totally independent from
the ones used to extract the parameter sets. The same independent manoeuvres were used to
validate Setl and Set2, in order to compare simulator performances obtained by using differ-
ent parameter sets, computed exploiting data sources with different accuracy levels.

This procedure was firstly applied to Manoeuvring Booklet data. Three main manoeuvres
were considered: Turning circle (35°, manoeuvre C1), Zig-Zag (+10°, manoeuvre C2) and
Williamson turn (manoeuvre C3). Setl was finally extracted using the full manoeuvre C1
with the proposed least square fit: the details of the regression analysis for ¥, X, ¥ are reported
in Appendix A. Setl was then applied to the simulation of C1, C2 and C3. The results of
these three simulations (300 s of simulation time) are reported in Fig.4. The grey line in Fig.4
represents the full manoeuvre as recorded in the VDR, while the black dashed line repre-
sents the portion of the recorded manoeuvre which was simulated for validation. The black
solid line represents the simulated trajectory, which as to be compared with the black dashed
line. More precisely, Fig.4(b) shows that the model is able to properly reproduce a Zig-Zag
manoeuvre even if its parameters are extracted from a constant turning manoeuvre. Further-
more, Fig.5 shows the simulated time series obtained by using parameter Setl to simulate the
Turning Circle manoeuvre (i.e. C1, Fig.4(a)), proving a good correspondence for the whole
simulation time. Results can be considered surprisingly good, considering the simplicity of
the model used and the few information required to build it (i.e. no design parameters are
needed, but just data recorded during the sea trials). It is worth noting that the parameter
Setl, extracted from the steady manoeuvre C1, was also successfully adopted to simulate the
unsteady manoeuvres C2 and C3, as shown in Fig.4(b) and Fig.4(c).
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Set2 parameters were extracted using VDR navigation data recorded just before the Costa
Concordia impact with the rocks (manoeuvre V1). This choice was made because the pro-
posed model neglects weather conditions and uses simplified relations to estimate the forces
acting on the ship. Moreover, sea trials used to extract the parameters of Setl were performed
with no load on the ship (passengers, materials etc.) and by using regular trajectories (like
turning circles), whereas before the impact the ship was loaded by more than 4000 passengers
and the trajectory was quite irregular due to the continuous position changes of the rudders
ordered by the Commander. Therefore, it was decided to extract the parameters also from a
manoeuvre (V1) which was as close as possible to the simulation conditions (it is worth not-
ing that the initial aim of the simulator was for use during trial at the court of Grosseto in order
to evaluate the effects of the manoeuvres performed just before the shipwreck). Nevertheless,
it is worth noting that VDR navigation data were recorded with really lower accuracy with
respect to manoeuvring booklet data, thus they were considered less reliable in parameter
estimation. Indeed, parameter Set2 was considered for comparison purposes only, to confirm
that the data accuracy is crucial in determining realistic parameters.

Both the parameter sets were then also tested on some manoeuvres recorded in Costa Concor-
dia VDR during the week ending with the shipwreck. Three particular events of the navigation
were selected for validation: Giglio Impact (which corresponds to manoeuvre V1, few sec-
onds before the impact), Palamos Turn (V2) and Palma Zig-Zag (V3); the name were assigned
because of the site in which they occurred and the manoeuvre typology. Different simulation
time intervals were chosen for manoeuvres V2 and V3, in order to understand how simula-
tor’s reliability evolves with respect to simulation time. In the case of V1 only a simulation
time of 20 s was considered, thus the effect of a helmsman’s error which occurred about 20
s before the impact could be evaluated. Tables 2, 3 report a comparison between the simu-
lations performed for manoeuvres V1, V2, V3 using parameter Setl and Set2 for increasing
simulation time (the symbols are referred in Fig.1). These results show that the simulator is
very reliable for a simulation time of about 40 s, when parameter Setl is used: positioning
errors are lower than 6 m and heading errors are about 1°. Tables 2, 3 also show percentage
errors for x and y coordinates, which represent the relative error along those two directions
with respect to the total distance traveled by the ship during the simulation time. As can be
noted, this error is lower than 3 % for all the performed simulations (up to 80 s of simulation).
On the other hand, parameter Set2 gives worst results, showing an heading error close to 4°
for 40 s simulations, and even higher for longer simulations. Also, a relevant error along the
x direction can be noted, e.g. in V2 and V3 manoeuvre. This confirmend that the higher qual-
ity of the data used to extract parameter Setl was crucial in determining reliable parameters.
Concerning manoeuvre V1, error evaluation could only be performed for a simulation time of
20 s, since the impact with the rocks occurred after that simulation time. The absolute errors
considerably increase if simulation time exceeds 1 minute. This was considered acceptable
for the purposes of the present work, since only short-term simulations were considered. As
simulation time increases, environmental conditions (which are neglected in the model) play a
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relevant role in ship’s behaviour. Moreover, the forward Euler’s integration method causes an
error which increases over time, so that long-term simulations are not reliable. It is also worth
noting that parameter Setl returns better results in terms of simulation error, as expected. This
is probably due to the fact that Set1 is computed using sea trials data, measured using a differ-
ential GPS system. Parameter Set2 is computed using VDR data instead, measured using the
ship’s on board GPS system. The error of the differential GPS is really lower than the error
of the ship’s GPS system, so that the positioning data are more precise and more suitable to
compute the parameter set. This confirmed that the higher quality of the manoeuvring book-
let data is crucial to achieve reliable simulation parameters. Also, the data used to compute
Setl and Set2 were acquired under different loading conditions. Anyway, the presence of the
passengers represents a second order effect since the total load determined by 4000 passen-
gers could be estimated around 400 t, which is less than 1% of the total ship displacement of
47000 t, as reported in Tab.1. Finally, results obtained using Setl to simulate the manoeuvre
V1 are also reported in Fig.6, to graphically show the quality of the simulated results with
respect to the actual recorded data. Moreover, the graphical comparison between measured
and simulated data obtained using Setl to simulate manoeuvre V2 and V3 are reported in
Appendix B.

Table 2. Simulation errors for increasing simulation time (parameter Setl).

Giglio Impact (V1)
Sim. time (s) xg(m) x% y,(m) y% 9 (°)
20 -0.2 -0.13 54 3.71 0.11
Palamos Turn (V2)
Sim. time (s) xg(m) x% y,(m) y% ¥(°)
20 -07 -041 -22 -123 -0.32
40 3.2 0.88 1.4 0.39 -1.10
80 2.6 037 -212 -296 -5.14

Palma Zig-Zag (V3)
Sim. time (s) xg(m) x% y,(m) y% ©¥(°)

20 0.0 0.00 -11 -1.14 -0.04
40 -09 -050 -3.0 -1.55 0.09
80 -46 -1.20 -11.2 -293 0.13

Table 3. Simulation errors for increasing simulation time (parameter Set2).

Giglio Impact (V1)
Sim. time(s) xg(m) x% y,(m) y% 9¥(°)
20 -39 274 4.8 332 -3.50
Palamos Turn (V2)
Sim. time (s) xg(m) x% y;,(m) y% B (©)
20 -0.1 -0.08 -1.5 -0.86 -0.72
40 6.5 1.80 2.5 0.70 -2.52
80 23.8 332 239 -333 -10.61

Palma Zig-Zag (V3)
Sim. time(s) xg(m) x% ys(m) y% (%

20 0.7 069 -08 -085 -0.38
40 2.1 1.07  -18 -095 -1.36
80 11.0 288 -82 -2.13 -47

12



150 |

100 1

501

Vg (M)

-50

-100 ¢

150 b
-150 -100 -50 0 50
X (m)

Figure 6. Results for Giglio impact simulation (Setl, V1, 20 s).

4. Costa Concordia shipwreck simulation

The previous paragraph showed the performances of the proposed simulator in terms of ship
trajectory prediction. The simulator was then applied to the Giglio island accident occurred
to Costa Concordia cruise ship on January 13th 2012. During the trial it has been proved
that Commander Schettino ordered a “hard to port” manoeuvre about 20 seconds before the
impact, which was misunderstood by the helmsman who put the helm “hard to starboard”
instead. The simulator was then used to evaluate the effect of this error on the ship trajectory
close to the rocks. To do so, both Setl and Set2 were firstly used to simulate the actual ma-
noeuvre, which includes the helmsman’s error. The previous paragraph reports the obtained
results (Tab.3 and Fig.6), which show a small error lower than 6 m for position and about 0.1°
for heading using Setl (and about 3.5° for heading using Set2). Subsequently, the audio file
recorded in the VDR was used to reconstruct the exact command sequence ordered by the
Commander, and simulations were repeated both for Setl and Set2 removing the helmsman’s
error. Fig.7 shows the results obtained using Setl.

The result is that at 21:45:11, which is the reconstructed impact time as recorded in the
VDR, no impact occurs neither for the simulation (removing the helmsmen’s error) obtained
using Setl or Set2. According to Set2 results, the impact is fully avoided, as the ship passes
about 16 m far from the rocks. Anyway, results obtained with Set2 are generally less reliable
than the ones obtained using Setl, which provides the most conservative predictions, repre-
senting the worst case instead. Using Setl, the impact is delayed in time, so that the rocks
impact the hull 18.5 m behind the actual impact location. This means that at least one ma-
chine room (more likely both of them) could be left undamaged by the impact, so the ship
could still stay afloat, supplied by energy and responsive to the subsequent commands. Fur-
thermore, it is possible to consider the rotational velocity of the ship at the impact instant. In
the simulation with the helmsman’s error, the final rotational velocity of the ship at impact
time is about 0.56°/s. In the simulation with no helmsman’s error, the final rotational velocity
is about 0.27°/s, i.e. halved with respect to the simulation which considers the helmsman’s
error. This means that, in the described worst case scenario, if the helmsman did not misun-
derstand the Commander’s order, the rotational energy could be reduced to the 25 % of the
actual one (rotational energy is proportional to the square of the rotational velocity), probably
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Figure 7. Simulation results for Giglio manoeuvre without the helmsman’s error (Setl).

strongly reducing the impact catastrophic effects. Anyway, in order to asses the actual effects
of the helmsman’s error, these results should be verified through offshore experimental anal-
ysis performed on a similar ship (e.g. the twin ship Costa Serena), by comparing the ship
trajectories with and without the helsman’error.

It is worth noting that these results also show that, even though the ship motion is highly
influenced by inertia forces, the time sequence of the commands imparted to propellers and
rudders has a strong effect in ship behavior even for short simulation times. In fact, the ship
behavior with the modified control sequence (i.e. without the helmsman’s error) is highly dif-
ferent from the behavior corresponding to the recorded data, especially regarding the heading
U.

5. Simulator implementation in a manoeuvres prediction algorithm

Since the simulator showed to have good performances in terms of ship’s trajectory estima-
tion, it was implemented in a real time fashion as a manoeuvre predictor. More precisely,
parameter Setl was used, because of its better performances in terms of simulation errors.
The values of the parameters are reported in Tab.4: the numerical values and their units are
valid if in Eqs.2 linear velocities and accelerations are expressed in m/s and m/s? respectively,
angular velocity and acceleration are expressed in rad/s and rad/s” respectively and propellers
speed is expressed in rpm.

The proposed algorithm is capable to foresee the ship trajectory up to 40 s ahead in time,
displaying a real time estimation of the effect of the ordered manoeuvres on electronic charts
on the bridge. The algorithm can run with the chosen frequency (in the following, 1 Hz fre-
quency is used), using the Personal Computer available in the on board Integrated Navigation
System.

5.1. Algorithm description

As already mentioned, the algorithm runs in real time. At the beginning of each cycle (t = 1)
it firstly computes initial conditions, using the procedure explained above, in the time win-
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Table 4. Values of the parameters of Setl

Parameter Setl Unit
N 6.79E-06 1/m?
N> -7.74E-01 -
N3 1.12E-08 -
X 2.06E-06 m
X -545E-04 1/m
X; -1.96E02 m
Xy -7.09E01 m
Y1 -1.07E-02  1/m
Y, 5.94E01 m
Y; 1.19E01 m

dow between 7o — 20 s and g (tw = 10 s). As already said, the best initial velocity estimation
is obtained in the middle of the time window, i.e ty — . The simulation will then cover the
time interval from 7o — 10 s to 79 +1,,, being 7, the time interval in which predicted data are
needed. For example, a 40 s long simulation is needed to foresee a 7, = 30 s. To compute
the simulation, rudder position over time must be estimated since in principle they would be
unknown in a real time application. Rudder angles are known from VDR data just for the first
tw seconds of simulation (i.e. from 7o — 10 s to #p). On the other hand, it is not possible to know
the rudders position during the prediction period, i.e. from 7y to 7o +7,. The easiest solution
would be to consider the rudder angles at g as a constant value for the whole simulation time.
Anyway, this would lead to great errors if the rudder has not reached the ordered position at
to. This is the reason why a more complex estimation procedure was chosen. The rudder an-
gle set by the helmsman at 7 is compared with the actual rudder position. A linear ramp was
then generated starting from actual position at fy to the ordered position at #p: ramp slope was
evaluated by recorded navigation data (4.4°/s, in the case of Costa Concordia). Finally, when
the ramp reaches the set angle position at #;, rudder angle is kept constant for the interval
between #; and ¢y + 30 s.

This procedure was tested on data recorded in the VDR for a given manoeuvre: Fig.8 shows
the comparison between actual rudder angles and estimated ones. The black dashed line rep-
resents the ordered rudder position as recorded in the VDR, the black solid line represents
the estimated rudder position during the foreseen period and the gray line represents the ac-
tual rudder position as recorded in the VDR. It is worth noting that the actual rudder position
during the foreseen period (i.e. from #( to #) + ) would not be known in a real application.
Obviously the plots are perfectly overlapped from #y — 10 s to 7. The estimation is still re-
liable between fy and #;, while some differences can be found after #;, since no information
are available about future ordered manoeuvres. Finally, Fig.8 highlights that the actual rudder
position is limited to a maximum angle of 35° (e.g. for ¢ = 20 s), thus this limitation was also
imposed to the predicted rudder position.

After rudder estimation was completed, the simulator was started to predict the trajectory
in the chosen time interval. The position of the ship at the end of the prediction time could
then be plotted on the electronic chart monitor available on the bridge. After each algorithm
cycle (i.e. 1 s in the present work), the foreseen ship position was updated, taking into account
any new manoeuvre ordered by the Commander and executed by the helmsman.
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Figure 8. Rudder angles estimation for a known manoeuvre.

5.2. Results

To evaluate the algorithm performances, it was applied to different recorded manoeuvres. This
allowed to compare the foreseen final position with the actual one, recorded in the VDR files.
In this way it was possible to check if initial conditions and rudder estimation procedures are
reliable for prediction purposes. Since the exact rudder angles are not available for the great
part of the simulation interval, but just estimated with the aforementioned procedure, results
can not be as good as the ones obtained in the first part of the paper.

Fig.9 reports the comparison between the foreseen ship position and the recorded actual one
for two different Costa Concordia manoeuvres near to Giglio island: the first was performed a
few minutes before the impact (Fig.9(a)), and the second was performed just few seconds be-
fore the impact (Fig.9(b)). The estimation errors in Fig.9(a) are in the same order of magnitude
of the GPS error, proving the reliability of the presented algorithm (¢, = 20 s of predicted data
are considered). Fig.9(b) is referred to a simulation performed in proximity of Giglio rocks
(again, 1, = 20 s). As can be seen, the error is greater in this latter case because of a discrep-
ancy between the actual rudder angle and the estimated one. In fact, during the simulated time
interval, a subsequent command was given 13 s after 7, so that it could not be foreseen and
considered in the prediction.

Fig.9(b) also shows that the proposed predictor would have helped the Commander to fore-
see the impact at least 20 s in advance, allowing to better plan evasive manoeuvres. Moreover,
the simulator could highlight the helmsman’s error before its effects were evident on ship’s
trajectory, allowing the Commander to correct it.

6. Conclusions

The present paper describes a time domain simulator for ship manoeuvring studies. The sim-
ulator is aimed at short time manoeuvres prediction (less than 80 s) because of the simplifying
hypothesis introduced (e.g. environmental effects are neglected). It is complementary but does
not substitute the al models, which are developed before ship construction and take into ac-
count all the design parameters. In the first part of the paper the proposed mathematical model
was presented and the procedure to extract the needed constant parameters was described. An
algorithm validation was also provided by simulating recorded manoeuvres and comparing
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Figure 9. Predictor results for two different manoeuvres: (a) left turn and (b) Giglio rocks impact.

recorded position data with simulated ones. The results were really good, showing about 6
m of positioning error and less than 2° of heading error up to 40 s of simulation time, and a
percentage error lower than 4 % up to 80 s of simulation. Also, simulation results comparison
allowed to conclude that a reliable estimation of the model parameters can be achieved only
by exploiting high accuracy navigation data, e.g. measured with a differential GPS system, or
lower quality VDR data if properly filtered (e.g. through a Kalman filter). Despite the rela-
tively short reliable simulation time, several applications were proposed for the methodology
(after validating the approach on different ships), such as: forensic investigation of accidents,
real time manoeuvres evaluation, auto-pilot control loop. More precisely, the proposed algo-
rithm was applied to Costa Concordia shipwreck, to evaluate the effect of the helmsman’s
error on the trajectory of the ship which led to the impact with the rocks. Results showed that
the impact could be avoided or, more likely, moved to a less dangerous location on the hull.
Moreover, the impact energy could be decreased by about 75 %, reducing its catastrophic
effects.

In the second part of the paper the proposed model was implemented in a real time fashion
as a manoeuvres predictor. It was found that the predictor can be used to foresee ship’s posi-
tion due to certain order sequences, 40 s ahead in time (as long as no further manoeuvre are
ordered by the Commander meantime, obviously). Results also showed that, in the case of
Costa Concordia shipwreck, this predictor could foresee the impact with the rocks about 20 s
ahead, giving a chance to avoid the impact and to correct the helmsman’s error. At the present
research stage the predictor can only be used as a support tool for simple manoeuvres evalu-
ation. Further development could provide an interactive interface which could be used by the
Commander to plan a series of rudder positions over time, in order to foresee and evaluate
more complicated manoeuvres. On the other hand, this procedure could be time consuming
and not suitable for emergency operations. Anyway, it could be implemented in an automatic
tool which could try several different command sequences in a really short time, in order to
provide the best manoeuvre suggestion to the Commander by choosing the best trajectory.
Moreover, since the model showed its reliability in estimating ship’s behaviour, it could be
implemented in a controller for auto-pilot purposes or autonomous vehicles driving.

Future developments could be aimed at enhancing the data filtering strategy by exploiting
a Kalman Filter (KF) method, which is widely adopted in this field Allotta et al. (2015b,a,
2016). This would allow to reduce recorded data noise level, obtaining higher quality veloc-

17



ity and acceleration estimation and thus improving the constant parameters computation (e.g.
Setl and Set2). Also, a more reliable estimation of initial conditions could be achieved ex-
ploiting a KF approach instead of the simpler polynomial interpolation. Also, a KF approach
could be implemented in the simulation stage to foresee ship trajectory. This further step will
be considered in future research and compared with he simpler forward Euler’s method. It is
worth noting that a reliable mathematical model is always needed in a KF approach, so the
present research represents the first step for KF implementation. A further development could
be represented by environmental effects modeling: the equation of motion could be modified
by introducing wind and current effects through other constant parameters (i.e. N4 5, X5 ¢ and
Y, 5) which could be computed using the navigation data recorded during the few seconds
before the starting simulation time. The underlying mathematical model could also be im-
proved in a future version of the simulator, to enhance its reliability for a longer time and to
extend the application field of the method. A linear term in v could be added in the third of
Eqgs.2, to better represent the lift force acting on the hull in the case of low velocity along
the transverse direction, and in the first of Eqs.2 to represent the the yaw moment induced
by the lift force. Another future enhancement could be achieved with a better description of
the propellers effects: since the propeller trust also depends on ship velocity u, a dependency
between the propellers force and u could be added in the first and second of Eqs.2. Finally,
the mathematical model could be further developed by considering the hydrodynamic force
acting on the rudders in the second and third of Eqs.2 to represent its effect on acceleration
along longitudinal and transverse directions.
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Nomenclature

VDR
CETENA

N

ST O QTS @ R

Zz 3
N

SRl

~
(=)

Voyage Data Recorder.

Centro per gli Sudi di Tecnica Navale.

Horizontal global coordinate (fixed reference frame, east-west direction).
Vertical global coordinate (fixed reference frame, north-south direction).
Ship’s longitudinal axis (moving reference frame).

Ship’s transverse axis (moving reference frame).

Ship’s heading, angle between y, and x.

Ship’s velocity along the longitudinal axis (X).

Ship’s velocity along the transverse axis (y).

Ship’s resultant translational velocity.

Ship’s rotational velocity ().

Ship’s drift, angle between x and U.

Rudder angle.

Resultant yaw moment acting on the ship along z axis.

Resultant force acting on the ship along x axis.

Resultant force acting on the ship along y axis.

Ship’s moment of inertia along z axis.

Ship’s mass.

Propeller speed.

Constant parameters for Newton’s equation along z axis.

Constant parameters for Newton’s equation along x axis.

Constant parameters for Newton’s equation along y axis.

Matrix form for Newton’s equation along z axis at different time instants.
Pseudoinverse of matrix A.

Time at which the initial conditions need to be computed (simulation starting time).
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Half length of the time window used to compute initial conditions.

Foreseen time for predictor application.

Coefficients of the polynomial interpolation for initial conditions calculation.
Integration time step.
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Appendix A. Regression analysis results

Since the proposed model is based on the computation of the parameter Setl through the
least square fit of data recorded during the Turning circle manoeuvre C1, the results of the
performed regression analysis are reported below for the three considered quantities, i.e. the
rotational acceleration 9, Fig.Al, the linear acceleration X, Fig.A2, and the linear accelera-
tion y, Fig.A3. The black dots in the figures represent the recorded data, while the gray line
represents the least square fit obtained with the proposed procedure. It is worth noting that at
the beginning of the manoeuvre the ship undergoes a transient regime due to the change of
the trajectory radius, thus an acceleration along the x and y directions was found, along with a
rotational acceleration. The results show a really good agreement between the data measured
during the sea trial and their least square fit, for all the considered quantities.
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Appendix B. Model validation results

The proposed model was validated through the comparison between recorded and simulated
data during different manoeuvres. Some numerical results are reported in Tab. 2, in terms
of absolute and relative simulation errors. The following figures expand these comparisons.
Figure B1 represents an extended view of the trajectory of the ship corresponding to Giglio
Impact manoeuvre V1, Palamos Turn manoeuvre V2 and Palma Zig-Zag manoeuvre V3 (Fig.
Bl1(a), (b) and (c) respectively). Figures B2, B3 and B4 show a zoomed view of the com-
parison for the Palamos Turn manoeuvre V2, for a simulation time of 20 s, 40 s and 80 s
respectively (using parameter Setl). The left side of the figures show the full simulation path,
while the right side of the figures show a zoomed view of the ship. The solid line refers to
the measured trajectory, while the dashed line is referred to the simulated portion of the tra-
jectory. Position and orientation as recorded in the VDR are represented with a black line,
while the simulated ones are represented with a gray line. As can be seen, both measured and
simulated data are almost overlapped for 20 s and 40 s simulations, while discrepancies can
be noted for the 80 s simulation, as reported in Tab. 2.

Simulation
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\

Simulation
region Simulation

P

= = =
U=7 m/s U=~9 m/s U=5m/s
Xy Xg Xy
(2) (b) (c)

Figure B1. Complete trajectory corresponding to validation manoeuvres: (a) Giglio Impact V1, (b) Palamos Turn V2 and (c)
Palma Zig-Zag V3.

On the other hand, Figs. BS, B6 and B7 report the zoomed view of the Palma Zig-Zag ma-
noeuvre V3, for a simulation time of 20 s, 40 s and 80 s respectively (using parameter Setl).
Again, measured and simulated data are almost overlapped for 20 s and 40 s simulations,
while some discrepancies can be noted for the 80 s simulation, as highlighted in Tab. 2. These
results further confirm that the proposed simulator is reliable for short time simulation up to
40 s, while simulation accuracy decreases for longer simulation time.
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Figure B2. Simulation results for the Palamos Turn manoeuvre V2, simulation time 20 s.
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Figure B3. Simulation results for the Palamos Turn manoeuvre V2, simulation time 40 s.
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Figure B4. Simulation results for the Palamos Turn manoeuvre V2, simulation time 80 s.
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Figure BS. Simulation results for the Palma Zig-Zag manoeuvre V3, simulation time 20 s.
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Figure B6. Simulation results for the Palma Zig-Zag manoeuvre V3, simulation time 40 s.
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Figure B7. Simulation results for the Palma Zig-Zag manoeuvre V3, simulation time 80 s.
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