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Abstract.  

In next-generation cars, passengers will have more time for fun and relaxation, 

as well as the number of unknown passengers traveling together will increase. 

Thanks to the progress in Artificial Intelligence and Machine Learning tech-

niques, new interaction models could be exploited to develop specialized appli-

cations that will be informed of the passengers’ experience. The mood and the 

emotional state of driver and passengers can be detected, and utilized to im-

prove safety and comfort by taking actions that improve driver and passengers’ 

emotional state. Temporary Mobile Social Networking (TMSN) is a key func-

tionality that can enhance passengers’ user experience by allowing passengers 

to form a mobile social group with shared interests and activities for a time-

limited period by utilizing their already existing social networking accounts. By 

minimizing isolation and promoting sociability, TMSN aims to redesign user 

profiles and interfaces automatically into a group-wise passengers’ profile and a 

common interface. This work proposes and develops the generation of TMSN-

inspired music selection through the Spotify music streaming service. The re-

sults obtained are promising and encourage further development toward the 

concept of in-car entertainment. Finally, we evaluate the performance of light-

weight and heavy intelligent models that recognize the emotion of a person 

from its face, using Raspberry Pi 4 B devices. The results show that it is possi-

ble to realize a system with face detector and facial emotion recognition models 

on edge devices with sufficient performance (Frame per Second) to detect at 

least emotions expressed through macro-expressions.  

 

Keywords: Autonomous Car, In-Car Entertainment, Temporary Mobile Social 

Networking, Music Streaming Service. Face Detection, Emotion Detection.  

1 Introduction 

The automotive industry is witnessing a real revolution stemming from the dra-

matic increase of ICT usage for improving vehicle safety, while promoting new enter-

tainment services and studying solutions for autonomous driving [1], [2]. 
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Nonetheless, the unstoppable and incremental advancement of autonomous cars, 

both owned or as shared commodities, will drive this innovation and consequently 

entertainment and personal assistance services will become essential for car passen-

gers [3]. 

Thanks to the progress in Artificial Intelligence and Machine Learning techniques 

[4], new interaction models could be exploited to develop specialized applications 

that will be informed of the passengers’ experience and situations, including personal 

interests and attractions, interactions within and outside the car environment, behav-

ioral reactions to stimuli that change along the journey [3], [5]. Also, we will have the 

creating new model of temporary mobile social network, due to the increased time 

available to passengers as the level of car automation increases, and the presence of 

users sharing the same environment as in car sharing services [6].  

In particular, the mood and the emotional state of driver and passengers can be de-

tected [4], thanks to the enriched set of sensor available on-board. They can been 

utilized to improve safety and comfort by taking actions that improve the driver and 

passengers emotional state [4], and it can be exploited also to adapt the services of-

fered by the applications to the user state via affective computing techniques [7], [8]. 

Preliminary examples are the BMW Emotional Browser [9] or the more recent Per-

sonal Assistant [10], that adapts the vehicle’s interior to suit the drivers mood, but 

they utilize explicit driver inputs. The further innovation step is to realize a feedback 

tool, based on automatic user mood detection , that can be used to adapt the services 

offered to the needs of passengers [11], [12].  

 
This paper is focused on the use of both Mobile Social Network (MSN) and Emotion 

Detection in the cart.  

For what concern MSN, nowadays mobile technology ensures that car passengers 

have constant network connectivity and application functionality. As a result, they can 

easily obtain positive traveling experience by using mobile social networks, which 

offer a variety of entertainment options such as music and video streaming, feeds, 

stories, and so on [13], [2]. 

MSNs have already been introduced in cars through Android Auto or Apple 

CarPlay, the two major platforms for interoperability between smart phone and the 

car's dashboard information and entertainment unit. The number of MSN products can 

sensibly increase with the increasing level of car automation, in which the car controls 

a significant number of driving operations. Car sharing is also expected to gain popu-

larity in this trend. As a result, next-generation cars will give passengers more time to 

have fun and relax, as well as increase the number of unknown passengers traveling 

together. 

An important paradigm made possible by next generation cars is group-to-many in-

teraction, which can further enrich an MSN user's interaction with the physical world 

by reducing his isolation. The user is alone in his physical world and is connected to 

the others via MSN in the traditional one-to-many interaction. With group-to-many 

interaction, a group of users temporarily lives in the same physical space (a car), in-

teracts in person, and shares their MSN experience as a whole. The concept of Tem-

porary MSN (TMSN) has received attention in the literature as a conceptual frame-
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work to be used at hotels, concerts, theme parks, and sports arenas, where people 

form a mobile social group for a limited time through common physical interaction 

[6]. People who are confined in a specific location (that can be a car) are allowed to 

join the TMSN and interact with others in a group-wise manner, improving mobile 

users' experiences with such temporal friends. 

LobbyFriend was the first TMSN in the hotel industry, allowing establishments to 

maintain contact with guests throughout their stay, whether they were just staying at 

the same hotel or several in the area. All interactions in the TMSN are deleted when a 

guest leaves the establishment [6]. 

TMSN is more than just sharing a common space and a collaborative playlist [14], 

[15], it is about algorithms that exploit the user's profile and the current environmental 

context, allowing for augmented interaction through proactive services like automatic 

recommendation technology[16]. Today, powerful analytics and algorithms based on 

key techniques of modern sociology are successfully used to manage social media 

platforms. As such, in this study, TMSN is an additional intelligent layer on top of an 

existing ecosystem of services available on next-generation vehicles. 

In this paper, a group-wise TMSN is proposed as a design paradigm for in-car en-

tertainment. In particular, a functional design of an audio streaming automatic rec-

ommender protocol based on TMSN and Spotify analytics is illustrated in the context 

of social music. A prototype based on the Spotify API [17] has been developed and 

tested. 

  

For what concern emotion detection, facial affect analysis is one of the less intru-

sive techniques that aims at estimating the emotions of a person [18], so its use can be 

exploited in the automotive environment [12]. According to the recent trend [18], a 

system for facial affect analysis is based on a Face Detector (FD), which find the 

location of a face (one or more faces) and extract it from an input image. The sub-

image containing the face is then provided as input to a neural network (we call it 

FER – Face Emotion Recognition in the remaining of the paper) that finds facial 

landmarks estimates either categorical (happy, sad, etc.) or continuous dimensional 

measures of affective display, the most noteworthy of which are valence (how nega-

tive or positive the emotional display is) and arousal (how calming or exciting the 

emotional display looks like) [19]. 

FD and FER are generally realized by machine learning tools [18], [12], and their 

computational demand can be met by a cloud service, but this solution has limitations 

related to privacy, connectivity and the costs associated with building and maintaining 

the connected infrastructure [20]. An Edge solution, in which processing is performed 

locally, would greatly simplify the system architecture and solve the problems related 

to privacy an connectivity [20]. In this work, we identify also the level of perfor-

mance achievable by running state-of-the-art Face Detection and Facial Emotion 

Recognition algorithms on devices typically used in the edge domain, and whether the 

achievable performance is compatible with real-time emotion detection, so that they 

can be executed on low cost in-vehicle hardware. 

The paper extends [21], by performing new user experiments with a prototype 

TMSN system, and adds the evaluation of facial affect analysis on edge devices. 
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The paper is structured as follows. Section 2 illustrates the core concepts and func-

tional design of a recommender protocol based on TMSN and Spotify analytics. Ex-

perimental results are given section 3. Section 4 is devoted to the performance analy-

sis of different FED and FER algorithms running on an edge device. Section 5 con-

cludes the paper.  

 

2 FUNCTIONAL DESIGN of A TSMN PLAYLIST 

RECOMMENDER  

The TMSN-based playlist recommender uses the ambient (car) and MSN data, 

when dealing with audio streaming applications. In this context, it is better to base the 

design on a standard music ontology [22] to improve interoperability (an important 

issue when dealing with distributed systems [23]), as the ontology provides a common 

vocabulary for exchanging music-related data across various applications  [24].  

 

Figure 1 depicts an ontology diagram showing the fundamental concepts and static 

relationships for audio streaming recommendation. Each concept is enclosed in a 

rectangular shape in the figure. Relationships connect concepts, and are represented 

by labelled oriented edges. Properties, shown in lower case, may also characterize 

some concepts. A track recommendation based on the passengers’ social profiles is 

the main outcome of the ontology. The passengers’ social profiles include listened 

tracks, artists, and genres. From the top-middle, a Passenger is in a Mobile Social Net, 

is in a Car, listens a Track, which is made by an Artist, and belongs to a Genre. A Car 

plays a Track, and manages a Temporary Mobile Social Net. The Temporary Mobile 

Social Net generates a Passengers Profile. On the other side, a Mobile Social Net 

builds a Social Profile, which is merged in a Passengers Profile. As a final point, the 

Passengers Profile recommends a Track. 

 

The protocol of an audio streaming recommender based on TMSN and Spotify 

analytics is described via the Business Process Model and Notation (BPMN). It is a 

graphical representation built on a solid mathematical foundation to enable consisten-

cy checking execution, simulation, and automation [25]. It is also appropriate for 

standardizing and facilitating communication among all parties involved. A rectangu-

lar area in BPMN represents a participant who, via exchange of messages, gets in-

volved in a protocol. The protocol is handled in each rectangular area by events (cir-

cles), activities (rounded boxes), and decision/merge nodes (diamonds). Solid and 

dotted arrows represent sequence flows and data flows; cylindrical shapes are used to 

represent data storage. 

 

Figure 2 depict an audio streaming recommender protocol based on TMSN and 

Spotify analytics, built on the ontology in described in Figure 1 and represented via 

BPMN. For readability reasons, only the fundamental aspects of the proposed ap-
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proach are covered. The protocol generates a playlist based on passengers' shared 

music interests (tracks, artists and genres), using Spotify Analytics. 

 

Fig. 1. TMSN Ontology in the context of audio streaming recommendation [21]. 

The starting of the protocol is represented by a white envelope in a thin circle, while 

its ending by black envelopes in thick circles. When new passengers are detected by 

the TMSN, the protocol begins (on top left in figure 5). It ends when a playlist is de-

termined. As a first step, the TMSN requests all passengers' social profiles from 

Spotify Analytics. The gear icon for the task indicates that it is a service task, which is 

supported by Spotify's web services. The collected social profiles include each pas-

senger's listened tracks, artists, and genres (according to the defined ontology). Social 

profiles are stored for protocol’s subsequent steps. In BPMN notation, script tasks 

represent internally developed task denoted by a sheet icon. The set of common tracks 

shared by all passengers is then identified by a script task. If any tracks are discov-

ered, the recommended playlist is created. A script task, on the other hand, identifies 

the common artists. If common artists are found, the recommended play list is gener-

ated if some tracks are found by a service task that queries Spotify Analytics for the 

top tracks for them, or for their recommended tracks. If the last query produces no 

results, or there no common artist in the passengers’ social profiles, the common gen-

res in social profiles are identified and, if any are found, the recommended playlist is 

generated by asking Spotify Analytics for the recommended tracks for common gen-

res. Finally, if the previous task generates no results, the playlist is generated by the 

recommended tracks for top artist asked to Spotify Analytics by a service task. 
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Fig. 2. BPMN protocol of an audio streaming recommender based on TMSN and Spotify ana-

lytics [21].  

3 EXPERIMENTAL ANALYSIS 

The protocol is purposely designed to heavily exploit Spotify Analytics services. In-

deed, it has been implemented and experimented on both a desktop computer and a 

Raspberry PI4b, a small CMP [26] single-board computer, equipped with WIFI. De-

tail on the implementation may be found in [21].  

 

We performed user test on the liking of the generated playlist to assess the validity 

of the protocol described in the previous session. Six people took part in carrying out 

the following sessions: 8 two-passenger sessions, 5 three-passenger sessions and 5 

four-passenger sessions.  

Each passenger has given a rating of liking/disliking at the end of listening to a 

recommended track. Each passenger's approval rate was calculated at the end of lis-

tening to the recommended playlist as follows: 

𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 =  
number of 𝑙𝑖𝑘𝑒𝑑 𝑡𝑟𝑎𝑐𝑘𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑐𝑘𝑠
× 100                       (1) 

 

Results of the user test are given in Figure 3. In particular, Figure 3-a, -b, -c show the 

approval rate histograms for the 2, 3, and 4 passenger sessions, respectively. They 

show that the more the number of passengers increases, the more the approval rating 

decreases. This trend is due to the greater difficulty in finding common tracks, com-

mon artists and common genres as the number of passengers increases. Figure 3-d 

illustrates this trend based on the mean approval versus the number of passengers. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Approval rate histograms for: 2 passengers (a), 3 passengers (b), 4 passengers (c) and 

mean approval rate vs passengers’ number (d). 

 

Finally, we evaluated the generalization ability of the recommended playlist generated 

by the protocol (the generalization ability of the protocol). The generalization is eval-
uated as follows: 

 𝑔𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 = No. of 𝑘𝑛𝑜𝑤𝑛 𝑡𝑟𝑎𝑐𝑘𝑠 / No. of 𝑙𝑖𝑘𝑒𝑑 𝑡𝑟𝑎𝑐𝑘𝑠×100  (2) 

If all of the tracks in its own playlist are liked, the maximum value is 1. (i.e., no addi-

tional liked tracks). The value decreases as the number of unknown tracks that are 

liked grows (i.e., better generalization). 
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Figure 4 shows the mean generalization rate versus the number of passengers attend-

ing the session. In general, as also observed in [21], the ability of the protocol to gen-

eralize increases, due to the greater variety of tracks, authors and genres available in 

the passenger playlists, that represents the starting point for the recommender proto-

col. 

 

 

Fig. 4. Mean generalization rate 

4 PERFORMANCE ANALYSIS OF FACE DETECTION 

AND EMOTION RECOGNITION ALGORITHMS 

In this section, we characterize the performance of different FER and FD algorithms 

as run on Edge (low cost) hardware platforms. 

As a hardware platform, we choose the Raspberry PI4-b computer board, which is a 

low-cost computing platform that is used for embedded system and general-purpose 

computing applications [27], equipped with WIFI interface. Thanks to its computing 

power that can be extended via accelerator, has been successfully utilized for realizing 

systems that run machine learning and deep neural network algorithm [28], [29]. 

 

4.1 Hardware systems 

We utilized a Raspberry Pi 4 B as a base system to run the FD and FER algorithms by 

using the accelerator Neural compute stick 2 (NCS2). 

The Raspberry Pi 4 B has 2 GB RAM, quad core Cortex-A72 64-bit 1.5 GHz CPU  

[30], 128 GB class 10 micro sd card, and we installed Raspbian Bullseye 11 64-bit OS 

thought Raspberry Pi Imager on Raspberry [31]. 

We used the accelerator Neural Compute Stick 2 (NCS2) to improve computing 

performance on Raspberries [32]. It has Intel Movidius Myriad X Vision Processing 

Unit processor, and an USB 3.0 Type-A to communicate with host devices. OpenVI-

NO toolkit must be installed on host device for optimizing and deploying AI inference 

models in NCS2 device [33]. 
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4.2 Selected Face Detection Algorithms 

FD finds the location of a face (one or more faces) and extract it from an input image. 

We studied and tested performance (mean execution time) by using algorithms 

present in the frameworks OpenCV and Darknet. 

OpenCV is an open-source real-time optimized Computer Vision library used for 

different scopes [34], [35], [36]. OpenCV has many face detections algorithms, but 

after an explorative analysis based on the execution time, we selected Haar cascade 

[37] and Improved Local Binary Patterns (ILBP) [38] for further analysis. 

Darknet is an open-source neural network framework available for different hard-

ware architectures [39]. In Darknet, we considered the Yoloface-500k v2 lightweight 

machine learning algorithms for face detection [40]. This model is seen as an im-

provement based on YOLOv3 [41]. 

 

4.3 Selected Face Emotion Recognition Algorithms 

FER algorithms find facial landmarks and estimates either categorical emotion or 

continuous dimensional measures of affective display, the most noteworthy of which 

are valence and arousal [18]. 

We studied and tested performance in term of accuracy by using two algorithms 

available in scientific literature. One algorithm is into Deepface framework, a light-

weight deep face recognition library for Python [42], and the other one is Emonet 

[18]. 

Deepface FER neural network classifier that can distinguish among seven kinds of 

emotions as angry, disgust, fear, happy, sad, surprise, neutral. Author reports an accu-

racy of 59% on the FER dataset. Emonet is a more complex neural classifier that dis-

tinguish among eight kinds of emotions like contempt, etc., and generates as output 

also valence and arousal values, and other data. It has been specifically designed for 

the analysis of images of facial display recorded in naturalistic conditions. Authors 

report an accuracy of 75% on the AffectNet dataset.  

We chose these two algorithms because they have different complexity, and there-

fore different computational requirements. 

 

4.4 Analysis of Face Detection algorithm 

Methodology. We recorded an experimental video to study the FD algorithms and 

compute the performance indexes to find the optimal FD. 

The video was gathered through a webcam at 17 frame per second (FPS) in HD 

resolution by a volunteer that watched a movie of 01:15 min. The video contained 

1275 frames with the participant’s face. Then, the video has been converted in differ-

ent resolutions by using the OpenCV bicubic interpolation method: 256x144, 

426x240, 640x360, 854x480, 1280x720, and 1920x1080, to evaluate the effects of 

resolution on performance. The FD elaborated all frames for each resolution 30 times 

to compute the performances indexes. 

We defined two main performance indexes: the execution time and the number of 

faces. The former is related to performance, the latter to detection quality. 
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Performance Analysis.  

We compared the performance of the 3 chosen FD algorithms (HAAR, ILBP and 

Yoloface-500k v2) to select an FD for use in the subsequent analysis with RES sys-

tems. Our aims is to find a fast enough algorithm, with an acceptable quality of detec-

tion.  

 

 
(a) 

 
(b) 

Fig. 5. Execution Time of: (a) HAAR FD and (b) ILBP FD. 

 

Figure 5 (a) and (b) and Figure 6 show the execution time as the resolution varies 

for the HAAR, ILPB and Yoloface-500k v2, respectively. Execution time increases as 

resolution increases for both HAAR and BLP, and is less in BLP (about half). It is 

almost unchanged for Yoloface-500k v2 as the resolution varies, and is significantly 

lower than the other FDs (except for the two lowest resolutions). This is because Yol-

oface-500k v2 works on a constant frame size (352x288), and acquired frames are 

resized with a time on the order of a few msec. From the perspective of the number of 

faces not detected, Yoloface-500k v2 detects all faces in our experiments (figure not 

shown), HAAR (Figure 7-a) has a small number of undetected faces, while ILPB 

(Figure 7-b) has a large number of undetected faces at the lowest resolution. This 

value decreases significantly and then settles down to zero. Given the performance 

measured in our experiments, FD Yoloface-500k v2 will be used in subsequent anal-

yses. 
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Fig. 6. Execution Time of the YOLOFACE FD. 

 

(a) 
 

(b) 

Fig. 7. Number of Faces not detected for: (a) HAAR FD and (b) ILBP FD. 

 

4.5 Overall System performance 

After the selection of the Face Detector, two versions of the overall systems were 

built utilizing the DeepFace and Emonet FER models, and their performance were 

compared. How did in the previous cases, to collect performance data, we run the 

experiments 30 times for each of the different resolution videos-considered .  

The overall system with Deepface was deployed with both the FD and the FER 

running on the Raspberry Pi 4 B. The system implementing the Emonet FER was 

deployed with the FD running on the Raspberry and the FER running on the NCS2 

accelerator. We used the accelerator because Emonet takes more than 10 seconds to 

process a frame when run on the raspberry, and this value is not compatible with a 

real-time detection. Moreover, we improved the execution time of the system deploy-

ing Emonet by configuring the accelerator to run  in asynchronous (pipelined) mode 
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[33], so that the face detection of a frame was overlapped with the Emotion recogni-

tion of the previous frame.  

 

 

Fig. 8. Overall System Performance (expressed in Frame per Seconds, FPS) for the system 

implementing DeepFace and the one implementing Emonet. . 

 

Figure 8 shows the performance (expressed as throughput, in frame per seconds - 

FPS) of the two systems. DeepFace has the highest throughput, always exceeding 15 

FPS. The dependence by the resolution for DeepFace is mainly due to the image cap-

ture time, which increases as the resolution changes. For Emonet, the throughput is 

just over 9 FPS, and little dependent on resolution. This is because the throughput is 

dominated by the execution time of the FER, which is executed on the accelerator. In 

conclusion, both systems seem suitable for emotion detection, at least for emotions 

expressed through macroexpressions, which can be detected with the throughput 

achievable by both systems [43], [44], [45]. Future work involve both the evaluation 

of the FER systems with other devices and the exploitation of the hints furnished by 

the  FER system within recommender systems. 

5 CONCLUSIONS 

In next-generation cars, passengers will have more time for fun and relaxation, as well 

as will increase the number of unknown passengers traveling together. Thanks to 

technological advances, new class of services can be introduced to improve drive and 

passenger’s user experience and state. 

In this work, we propose group-wise Temporary Mobile Social Networking recom-

mender as a design paradigm for in-car entertainment. A functional design is illustrat-

ed in the context of social music and a prototype has been implemented, based on 

Spotify Analytics and running on Raspberry device. User test have been conducted by 
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involving six people in various sessions attended by a different number of partici-

pants. 

The approval and generalization rates obtained from the experiments show that as 

the number of passengers increases, the approval rate decreases for the lower number 

of common tracks, artists, and genres among passengers. Nevertheless, as the number 

of passengers increases, the generalization capacity of the system increases, providing 

a growing number of liked tracks that are not already known. The results of user tests 

are encouraging, and in particular the system's ability to generalize demonstrates the 

potential of the proposed approach in improving user experience. We plan to investi-

gate the method further, enhancing the analytics of the system that creates the 

playlists and focusing more on the user experience while expanding our experimenta-

tion. 

Finally, we evaluate the performance of lightweight and heavy intelligent models 

that recognize the emotion of a person from its face, using Raspberry Pi 4 B devices, 

to investigate the feasibility of implementing basic emotion detection services on 

board on low performance device without the support of external services. The results 

show that is possible to realize a system with Face detector and Facial emotion recog-

nition models on edge devices with sufficient performance (Frame per Second) to 

detect at least emotion expressed through macro-expressions.  

Future work involves both the evaluation of the intelligent model on other devices 

and the exploitation of the hints furnished by the FER system within recommender 

systems. 
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