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A B S T R A C T   

With the rapid and continuous advancements in technology, as well as the constantly evolving competences 
required in the field of engineering, there is a critical need for the harmonization and unification of engineering 
professional figures or archetypes. The current limitations in tymely defining and updating engineers’ archetypes 
are attributed to the absence of a structured and automated approach for processing educational and occupa-
tional data sources that evolve over time. This study aims to enhance the definition of professional figures in 
engineering by automating archetype definitions through text mining and adopting a more objective and 
structured methodology based on topic modeling. This will expand the use of archetypes as a common language, 
bridging the gap between educational and occupational frameworks by providing a unified and up-to-date en-
gineering professional figure tailored to a specific period, specialization type, and level. We validate the auto-
matically defined industrial engineer archetype against our previously manually defined profile.   

1. Introduction 

In recent years, the significance of harmonizing, unifying, and 
regularly updating the comprehensive range of skills and competences 
that make up the professional figures has become increasingly evident 
(Fareri et al., 2020). In this context, the rapid technological progress and 
the mounting emphasis on sustainability issues necessitate that the 
professional figures of engineers remain up to date with the latest 
practices (Mabkhot et al., 2021). Consequently, engineer archetypes 
have recently been conceptualized as abstract and generic summariza-
tion identikits of a target engineer figure, compiled from a set of tech-
nical skills acquired through educational learning outcomes and 
occupational frameworks (Lupi et al., 2022). 

The abstract representation provided by archetypes disclose an 
enormous potential in several activities such as design (i.e., design public 
or private education systems in accordance to a given archetype); 
benchmarking (i.e., identify the gap between the learning outcomes of 
proposed courses and the archetype); assessment, (i.e., understand the 
impact of a specific archetype on particular issues); communication (i.e., 
provide a comprehensive but summarized format of a specific archetype 

to stakeholders); and harmonization (i.e., push the boundary gaps be-
tween the educational and occupational frameworks and harmonize it 
with the industrial needs to benefit from the technological 
advancement). 

Although the concept of archetypes has been recently introduced 
into the field of engineering from a novel and original perspective, 
defining the engineer archetypes remains a qualitative process that in-
volves identifying and categorizing the technical skills possessed by 
professional figures through the use of expert panels. This is a time- 
consuming process that is susceptible to biases and challenges in 
comprehensively analyzing non-structured and multi-dimensional data 
from diverse sources (Lupi et al., 2022). 

The utilization of text mining for defining engineer archetypes may 
present a more objective and efficient approach remarkably decreasing 
the time, expertise and resources required for manual methods. In detail, 
text mining can automatically extract the main engineering compe-
tences by processing large amounts of textual data (i.e., university 
courses and job descriptions), and finding trends and links between data, 
enhancing the precision of the output (Guo et al., 2016; Pejic-Bach et al., 
2020). Considering these advantages, text mining provides a potent 
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technique for assisting experts in broadening the scope of the data to 
encompass more comprehensive and representative samples, leading to 
the identification of more unified archetypes. As a result, the experts’ 
roles are elevated to assess and validate the results of text mining, 
ensuring the accuracy and relevance of the insights gained. 

Taking into consideration the aforementioned, this research presents 
a technique capable of bringing professional engineering profiles into 
alignment and coherence via the utilization of automatic text mining 
methods for archetype definition. The input of the method is a raw 
corpus of textual descriptions of the professional figure under interest. 
The output is a catalog of keywords (i.e., technical contents and Bloom 
verbs), clustered in the main competences’ groups, similarly to the 
representation proposed in (Lupi et al., 2022), using topic modelling 
algorithms. 

The remainder of the paper is structured as follows: Section 2 pre-
sents the motivation, relevant literature, and related works on the 
concepts of archetype, text mining, and topic modelling. Section 3 de-
scribes the proposed methodology for the automatic definition of engi-
neer archetypes. In Section 4, we validate the proposed method by 
comparing the automatically generated industrial archetype engineer 
with the benchmark manually defined in our previous paper. Finally, 
Sections 5 and 6 present the discussion and conclusion, respectively. 

2. Background 

The present section employs the funnel approach depicted in Fig. 1 to 
furnish the research background of this work. Specifically, it adopts a 
top-down approach, starting from the general and gradually narrowing 
down to the specific. Section 2.1 introduces the motivation behind the 
definition of archetypes. Section 2.2 serves as a comprehensive intro-
duction to the essential concept of archetypes in the engineering field. 
This is followed by a discussion in the subsequent two sections on the 
text mining tools employed in the proposed methodology. Section 2.3 
provides an outline of the topic modelling techniques while Section 2.4 
provides an overview on the specific topic modelling algorithm adopted 
in this work (i.e., Latent Dirichlet Allocation (LDA)). 

2.1. Archetype motivation 

There exists a significant misalignment and gap between the 
educational and occupational realms. By aligning curriculum with in-
dustry needs and emphasizing practical experiences, we can better equip 
individuals to succeed in their chosen careers and ensure a smoother 

transition from education to the world of work. 
As illustrated in Fig. 2 through the Venn diagram, within a specific 

professional domain, two sets of competences (ci) exist. One set is 
associated with education side (E)= {ci | i = 1, q,...t} (i.e., supply), 
while the other set is related to occupation (O)= {ci | i = 2, 3, h,…k} (i. 
e., demand). In the current state of knowledge (Fig. 2a), the overlap 
between E and O can be observed, indicating that students who have 
completed their educational path are employed and meet market re-
quirements (to varying degrees based on domain-specific factors such as 
field, geographic area, and time frame). Unfortunately, a clear, explicit, 
and automatic procedure for generating a list of competences belonging 
to the intersection E ∩ O is still absent, as indicated by the question mark 
(Fig. 2a). By automating the manual procedure for archetype definition 
presented in our previous work, two significant contributions are ach-
ieved, as depicted in the Fig. 2b, which represents an enriched knowl-
edge state. The first (indirect) contribution involves enlarging the 
boundaries of the intersection between E and O through the application 
of the abstraction principle. This is accomplished by defining the 
archetype as a collection of n meta-classes (clusters or topics) to which 
competences belong. As a result, the perceived gap or mismatch between 
the occupational sides is reduced. For instance, a topic can encompass 
competences from both E and O (e.g., Topic1 T1 includes competences 
c1 and c2), or exclusively from O or E (Topic4 T4 includes c2 and c3). The 
second (direct) contribution involves the explicit definition of a struc-
tured list of competences in the form of keywords organized into those 
topics. 

In conclusion, by considering the archetype as a set of topics (A) 
= {Tf | f = 1...6}, where Topicf (Tf) = {ci | i = j…m}, it can be used to 
assess the current state of a curriculum and establish a feedback loop to 
add or remove specific competences from the program. Similarly, from a 
business managerial perspective, having knowledge of a shared and 
recognized archetype for a professional profile can provide insight and 
guide managers in making informed decisions during the selection and 
lifelong learning processes, bridging the gap with the current state of the 
art in the profession. As depicted in Fig. 2b, iterative adoption and 
updating of the archetype over time can be employed to evaluate the 
education and occupation domain. By comparing the current state to the 
desired archetype state, corrective actions can be taken to narrow the 
gap or reduce errors, thus pushing the limits of the E and O sets towards 
convergence and achieving a stable state where education and occupa-
tion are harmonized. 

Section 2.2
Engineering
archetype

Section 2.3
Text mining and
Topic modelling

Section 2.4
LDA for engineering
archetype definition

What is an archetype of
engineer?

What is text mining, and
particularly, topic modelling?

How to apply LDA topic
modelling for the automatic
definition of engineering
archetype?

Why archetypes?
Section 2.1
Archetype
motivation

Fig. 1. Graphical representation of the funnel approach for the background of main concepts related to the current work.  
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2.2. Engineering archetype 

The archetype principle (i.e., abstraction) is inspired by the concept 
of personas, extensively utilized as an abstract representation of a sin-
gular, synthetic, and representative primitive model that mirrors the 
individuals comprising the target user (Karimova and Goby, 2020; Kong 
et al., 2018; Vincent and Blandford, 2014). The use of such abstraction 
has been advocated to summarize and facilitate communication of 
needs, improving the user experience by guiding teams in designing for 
generalized or meta users (Wood and Mattson, 2019; Floyd et al., 2008; 
Miaskiewicz and Kozar, 2011; Neate et al., 2019). 

This concept has been also applied to the educational context to 
catch the motivation and learning strategy of students (Phuong et al., 
2013). For instance, authors in (Phuong et al., 2013) states that a virtual 
student representing a student group similar in motivation and learning 
strategy to learn programming, enables the teacher to predict student 
behavior during the programming education course and design the 
course accordingly (Phuong et al., 2013). 

Focusing on the engineering archetypes, both scientific research and 
regulatory documents sources (e.g., accreditation and standardization) 
provide different interpretation on what the engineering archetype is, 
and how it can be defined. Several sources refer to engineer professional 
profile instead of archetype. In the current work the two terms can be 
used interchangeably. Table 1 summarizes the retrieved literature, 
highlighting contribution and gap for each retrieved source. 

According to Table 1, extant literature highlights the tight synergy 
between the educational and occupational worlds for defining profes-
sional engineering figures. The analyzed contributions provide a first 
attempt to establish a common definition of knowledge and compe-
tences for engineers by providing comprehensive frameworks for both 
education and training of engineers. Yet, such contributions provide 
generic and heterogeneous guidelines. Thus, further research is needed 
to harmonize the definition of engineering archetypes. 

As for the methodologies, the analyzed literature lacks a structural 
approach for generating engineer archetypes. The input information is 
often based on manual surveys that may not capture all the knowledge, 
skills, and abilities essential for a particular engineering discipline. The 
existing regulatory documents attempt to map all the skills and abilities 
but lack to capture all variation across the different programs and in-
stitutions and are often limited to a specific geographical context. 
Therefore, this provides an incomplete picture of the required 

knowledge for a modern professional engineer. Finally, the analyzed 
contributions do not collect or process input data using automatic 
methods. 

Given the above insights and gap, this study proposes a method to 
harmonize and unify professional engineering profiles or archetypes 
using automatic text-mining topic modelling techniques of heteroge-
neous (i.e., occupational and educational) data sources. 

2.3. Text mining and topic modelling 

Natural language processing (NLP) is a field that combines the power 
of computational linguistics, computer science, and artificial intelli-
gence to enable machines to understand, analyze, and generate the 
meaning of unstructured data (e.g., natural human text and speech) 
(Chowdhary, 2020). The NLP approach usually involves the execution of 
a software pipeline composed of steps with the aim of extracting infor-
mation from text, also known as text mining (Fareri et al., 2020). 

Text mining for engineering involve the processing of textual data 
from a diverse range of engineering-related text sources, including 
policy documents (Massey et al., 2013), patents (Spreafico and Sprea-
fico, 2021), social media (Chiarello et al., 2020), and research articles 
(Amado et al., 2018). The primary aim is to unveil hidden patterns, 
trends, and relationships within this information, providing businesses 
with valuable insights to inform decision-making, enhance products and 
services, and gain an edge in the market. Recently, text mining tech-
niques have been heavily utilized to analyze Industry 4.0, identifying 
key themes historically discussed and tracking their development over 
time (Galati and Bigliardi, 2019), exploring the effects on job roles and 
skills (Fareri et al., 2020; Pejic-Bach et al., 2020) and compiling an 
enriched dictionary of relevant enabling technologies (Chiarello et al., 
2018). Ultimately, the application of text mining had been demonstrated 
to support the engineering design process through the automatic 
extraction and interpretation of useful information from complex, open 
databases (Giordano et al., 2022). 

Unstructured natural language text lacks a defined data model or 
meta level information, but often contains latent structure, including 
parts-of-speech, named entities, relationships between words, and word 
sense. This structure can be inferred through human interpretation or 
machine learning algorithms (Chen et al., 2016). 

Among text mining approaches, topic modelling is an unsupervised 
task that captures hidden semantics in text. Techniques like Latent 

Fig. 2. Venn diagram of the competences (ci | i = 1…n) within a specific domain. (a) Current knowledge state, where competences ci can be categorized as 
educational-related {E}, occupational-related {O}, or both. (b) Desired knowledge state, where the actual overlapping of occupational and educational competences 
is explicit (i.e., list of competences, grouped by topics) and expanded (i.e., dotted yellow borders are pushed and pulled according to the arrows) by abstraction 
reasoning based on topic modelling (i.e., archetype’s topics). 
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Semantic Indexing (LSI) (Deerwester et al., 1990), probabilistic LSI 
(Hofmann, 1999), and Latent Dirichlet Allocation (LDA) (Blei and Ng, 
2003) have been widely adopted in academia and beyond for auto-
mating tasks manually inefficient due to the vast amounts of data 
involved (e.g., indexing, searching, summarizing, and extracting hidden 
topics) within a corpus (Chen et al., 2016; Vayansky and Kumar, 2020). 

Topic modelling techniques hold great promise and require no 
additional training data, making them widely applicable in practical 
settings (Blei and Ng, 2003). Applications for topic modelling are 
numerous, from materials sciences engineering (Rani and Kumar, 2021), 
to software engineering (Chen et al., 2016; Silva et al., 2021), and 
research topics in engineering education (Johri et al., 2011). Many tools 
and analysis are available, including professional and open-source 
software, making topic modelling accessible to researchers of all levels 
(Jelodar et al., 2019). 

A more recent development of topic model, which can potentially 

improve the interpretability of topics discovered, is to involve humans to 
iteratively refine the topics produced by an automated topic-modeling 
algorithm (Chuang et al., 2015). This approach is known as 
human-in-the-loop graphic interface. Interpretation can be boosted 
using the intertopic distance maps, which are adopted to visualize topics 
clusters as bubble graphs on a reduced dimensional (i.e., 
two-dimensional) space. The topics’ projection on a reduced number of 
dimensions is based on multidimensional scaling (MDS) that aims to 
preserve the distances among topics (Sievert, 2014). 

2.4. LDA for engineer archetype definition 

LDA are a family of topic modelling techniques that automatically 
discover latent structure within an unstructured corpus of documents, 
using the statistical properties of its word frequencies (Blei and Ng, 
2003; Jelodar et al., 2019). These models are branched off from the 

Table 1 
Engineering professional profile literature both from scientific publications and regulatory documents (e.g., accreditation and standardization) data sources.  

Type and Ref Contribution Gap 

Scientific article  
(Doré et al., 2021) 

The work highlights a national study in Canada examining the 
development of undergraduate engineering students’ identities. The 
study investigates students’ understanding and prioritization of the 
attributes, variations across institutions and over time, and alignment 
with their definition of an engineer. 

The paper only presents an overview of the study development and 
methods used, and no results or conclusions are presented yet. 

Scientific article  
(Davis et al., 2005) 

The paper outlines a process to define the profile of an engineer who 
performs well in professional practice. It includes technical, 
interpersonal, and professional skills, developed with input from both 
academic and non-academic engineers, to align with key roles in the 
field. The main professional profile features are identified (i.e., 
Comprehensive; Concise; Distinct; Organized; Action Orientation; 
Compelling). 

The engineer profile is primarily based on self-reported data of 100 
academic and non-academic engineers, which may be subject to bias. 

Scientific article  
(Gainsburg et al., 2010) 

The study constructed a "knowledge profile" from field observations of 
structural engineers to differentiate among engineering occupations 
and help university engineering programs better target and reflect the 
knowledge demands of the profession. The authors suggest that such 
profiles can help bridge the gap between formal education and 
practice-generated knowledge in engineering work. 

The focus is more on mapping the different type of knowledge 
(education and practice generated) rather than capturing the 
identikit of structural engineering skills set and competences. 

Scientific article  
(Lupi et al., 2022) 

The authors proposed a general methodology to define specific 
engineer archetypes as a set of technical competences from educational 
Learning Outcomes and occupational European Skills, Competences, 
Qualifications, and Occupations (ESCO) frameworks. A collaborative 
expert-based working method and its application to the definition of 
industrial engineering is presented, extracting six main clusters of 
competences identifying the professional figure under interest. 

The proposed methodology for defining archetypes can be improved 
by a more systematic and automated process for text data collection 
and analysis using text mining. 

Standard regulation (CEAB) The Canadian Engineering Accreditation Board (CEAB) Graduate 
Attributes (GAs) accreditation board proposes 12 attributes that 
describe the knowledge, skills, and attitudes that engineering 
graduates should possess upon completion of an accredited program in 
Canada. The CEAB GAs serve as a normative framework for evaluating 
and accrediting engineering programs in Canada. The GAs is developed 
in consultation with industry professionals, ensuring that they are 
relevant to the needs of the engineering profession. 

The GAs may not capture all the knowledge, skills, and abilities that 
are important for a particular engineering discipline or specialization 
due to the high level of abstraction. 

Standard regulation (CDIO) The Conceive-Design-Implement-Operate (CDIO) proposes a 
standardized framework for engineering education, which can 
facilitate the development of high-quality, globally relevant 
engineering programs. The syllabus includes a set of learning outcomes 
and core competences that are intended to prepare students for 
engineering practice, and provides guidance on curriculum design, 
teaching methods, and assessment. 

Overly prescriptive that may limit the ability of institutions to 
develop innovative or context-specific engineering programs. 

Accreditation body (ABET) The Accreditation Board for Engineering and Technology (ABET) is a 
non-profit organization that accredits programs in engineering, 
computing, and technology disciplines in the United States. The 
organization sets standards for programs based on input from industry 
professionals, educators, and government officials. Established 
standards for the education and training of engineers may provide a 
starting point for the definition of engineer profiles. 

Potential gaps in the standard that fail to capture all the skills and 
abilities required for a modern professional engineer and limited 
focus to United States. 

Accreditation body (ENAEE) The European Network for Accreditation of Engineering Education 
(ENAEE) is a non-profit organization that accredits engineering 
programs in Europe. It promotes quality engineering education across 
Europe and beyond, so that engineering graduates are fully equipped to 
tackle the issues and rigor that is demanded by modern engineering 
projects. ENAEE accreditation can be a useful tool for ensuring quality 
in engineering education and defining engineer professional profiles. 

There may be variation in the standards applied across different 
programs and institutions, which can lead to inconsistency in the 
definition of professional engineering profile.  
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subject area of generative probabilistic modeling in computational lin-
guistics research (Liu et al., 2016). In this context, a word is considered 
as the basic unit of data, a document as a string of n words, and a corpus as 
a set of m documents that covers the dataset. The vocabulary is the 
collection of distinct words in the corpus, and a topic is a probability 
distribution across the vocabulary (Vayansky and Kumar, 2020). Spe-
cific words are expected to be seen more frequently in a document 
because a document is intuitively related to a specific topic. The topics 
discovered by topic modeling are semantic clusters created by words 
that are often used together (i.e., co-occur) in a document (Blei, 2012). 
For example, if a topic contains words, such as “human”, “genome”, 
“dna”, “rna”, “genetics”, and “gene”, this word cluster describes a topic 
related to “genetics” (Blei, 2012). 

LDA algorithm attempts to decompose data into contributions from 
multiple latent topics that are shared by all the data, but to different 
extents. To elaborate, a typical topic model views each document as an 
unordered bag of words which occurs with different frequencies 
(Abdelrazek et al., 2023). It then “explains” the observed word fre-
quencies in each document in terms of a suitably weighted mixture of 
topical word frequencies where the weights indicate the different pro-
portions of topics that appear in the document (Guo et al., 2016; Jelodar 
et al., 2019). Practically LDA estimates the words in the text that are 
likely for a topic and topics that are likely for a particular corpus, using a 
fixed number of topics (i.e., k) decided a priori (Blei and Ng, 2003). The 
decision on the optimal value of k builds upon assessing perplexity and 
topic coherence metrics. The perplexity index assesses whether a sta-
tistical model fits well the dataset: the better is the estimation, the better 
the model and the lower the perplexity (Zhao et al., 2015; Maier et al., 
2018). 

LDA topic modelling has been used in past business research when 
attempting to profile emerging professional highly-tech related figures 
characterized by fast evolving and heterogeneous skills; hence, we 
deemed it an effective choice in terms of research design. 

Showcases the value of LDA in job profiling research is provided to 
determine a universal Chief Digital Officers (CDO) archetype using as 
input a sample of 518 job postings scraped from LinkedIn and Indeed for 
CDO positions (Culasso et al., 2023). As highlighted by the authors, the 
need to draw a universal professional profile is urgent for those new 
roles that are emerging in response to digital transformation (Culasso 
et al., 2023). 

Another application can be found in the field of Big Data job related 
positions. The authors highlighted a clear research gap regarding the 
formal definition of the most prominent Big Data jobs and of the 
required educational needs. They proposed a semi-automatic technique 
leveraged on a significant amount of online text data (i.e., 2.700 job 
posts which contained the keywords ‘Big Data’ in either the title or the 
description), obtained through web scraping, to generate an intelligible 
classification of job roles and keywords referring to skills, grouped by 
skill sets (De Mauro et al., 2018). 

Other relevant works in the application of LDA for engineering 
mapping using online job advertisements can be found in (Gurcan and 
Cagiltay, 2019). Here the authors highlight how the education programs 
are now required to adapt themselves to up-to-date developments by 
identifying the knowledge domains and skill sets required for big data 
software engineering to meet the industrial needs and develop a tax-
onomy by mapping these competences (Gurcan and Cagiltay, 2019). The 
authors extracted 48 topics made by technical keywords and mapped 
them into 10 core competency areas (Gurcan and Cagiltay, 2019). 

In order to generalize the previous highlighted applications, this 
work aims to define a framework for automatically defining the engineer 
archetype as a cluster of competences applying topic modelling to un-
structured educational and occupational textual description using the 
well-known Gensim model (ldamodel; Řehůřek and Sojka, 2010). This 
work has the merit to push further the effort of previous works in this 
direction, providing an overarching understanding of what constitutes 
the contemporary professions of engineers in organizations, helping job 

marketplace to search for better recruitments and educators in devel-
oping human capital towards desired directions. 

3. Method 

As illustrated in Fig. 3, we propose a methodology based on text 
mining (light blue area) to automatically extract keywords that support 
the definition of an engineer archetype. Subsequently, the quality of the 
generated archetype is assessed manually by experts, and the input data 
and parameters are iteratively modified (light green area). 

From left to right, the first crucial activity in green involves the 
manual definition of the domain of the archetype extraction. This ac-
tivity sets limits on the research space and helps avoid scope creep of the 
professional figure under investigation. 

The subsequent activities in blue are fully automated and form the 
core of the text mining process. They involve the preparation of a dataset 
comprising of heterogeneous textual descriptions from educational and 
occupational sources, according to the investigated domain. The dataset 
is preprocessed using NLP and the archetype is defined using LDA. These 
steps lead to the automatic discovery of latent topics that define the 
archetype as clusters of technical keywords. 

The final group of green activities are manually performed by 
domain experts, who interpret the automatic results to provide mean-
ingful labels to the extracted (unlabeled) topics. If the assessed arche-
type does not meet the expected outcome, the input of the automatic text 
mining process is iteratively updated manually. This involves modifying 
the initial premises, data source list, data preprocessing parameters, and 
LDA settings until satisfactory results are achieved. 

3.1. Domain definition 

The definition of domain (or scope) is the fundamental premise of the 
entire pipeline. It is crucial to correctly define the boundaries of the 
archetype (i.e., specific engineering field, geographical area, and time 
frame) and retrieve the propter educational and occupational data 
sources according. For those readers interested in defining a general 
engineer archetype, all the engineering fields could be addressed 
together. However, as a rule to be accounted for in these cases, the more 
the nested disciplines, the less the final output will be accurate and 
specific. A specific geographic area must be defined accordingly to the 
domain as well. A certain field could be differently studied (education) 
and applied (occupation) in different geographic or technical areas. 
Again, nested geographic areas could be considered, till the entire 
worldwide area, with the same effect previously highlighted: the more 
the generalization, the more the compensation factors. 

As depicted in the top-left corner of Fig. 3, a potential output for the 
professional profile domain definition activity, and input for the sub-
sequent automated text mining process for archetype generation activ-
ities, is a domain statement that contains the field, geographic region, 
time frame, educational data sources, and occupational data sources that 
should be considered when extracting textual descriptions of the pro-
fessional figure in question. 

As for educational-related text corpus the most reliable dataset can 
be directly retrieved by universities official websites. Based on the 
specific scope, a set of universities must be accounted for. The user can 
select specific universities based on specific needs or consider the top- 
rated ones as most representative of a specific area and field of study. 
In this latter case, the Times Higher Education (THE) World University 
Rankings, in partnership with Elsevier, includes almost 1400 univer-
sities across 92 countries, standing as the largest and most diverse uni-
versity rankings ever to date (World University Rankings, 2021). It 
allows filtering results by different parameters such as geographic area, 
subject, and many others. Independently by the way the universities are 
chosen, the user must extract only a text corpus describing the skills, 
which the engineer will learn during the educational path. Courses 
description, syllabi, or Intended Learning Outcomes (ILOs) have a good 
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chance to store the desired information. Another structured source of 
data for educational material are online libraries (Education.com). 

Occupational text data can be effectively retrieved querying online 
job placement platforms (e.g., LinkedIn), allowing filtering the search 
based on specific job position (i.e., engineer field) and geographic area. 
These offer textual descriptions about open positions which by-design 
embed useful information about skills in the specific domain from an 
occupational perspective. 

3.2. Data preparation 

Once the domain is clear, a set of domain-specific textual de-
scriptions of the professional profile under interest must be extracted 
and aggregated to prepare the input corpus file. Both occupational and 
educational data should be considered as the input to have a compre-
hensive spectrum of information from industry and education. 

The information retrieval can be performed by using automatic web 
scraping or web crawling software able to extract the description con-
tent from the webpage list provided in the scope statement. From a 
structural perspective the heterogeneity of the data source requires 
careful attention in the extraction and listing as textual description. 
Websites have different HTTP protocols and copyright policies. For this 
reason, custom rules for the automatic crawling must be defined for each 
given application. 

As shown in Fig. 3, the output information from the data preparation 
activity is a list of textual description items (i.e., “document”) aggre-
gated in a file formally named as “corpus”, where each line corresponds 
to a course/job description. Each course description should have at least 
100/200 words. The order of the rows is not constrained. Case letters, 
numbers, and lists are not constrained. No specific format is required. 
The raw output file can be an excel file or a simple txt. 

3.3. Data preprocessing 

As shown in Fig. 3, once the initial list of textual descriptions has 
been generated, a preprocessing step is required to clean the textual data 
and remove meaningless words (i.e., noise). For this task predefined 
vectors of stop word can be used (Chiche and Yitagesu, 2022). These 
essentially remove the Part of Speech (POS) which are out of the interest 
for semantic interpretation (e.g., punctuation, numbers, articles, 

adverbs, non-alphabetic character etc.) (Chiche and Yitagesu, 2022). 
Moreover, a customized blacklist of words which are not semantically 
interesting but recurrent in retrieved text descriptions can be removed as 
well (see case study in Section 4 as example). This list of words is defined 
manually and refined after checking the results of Section 3.4. 

According to the preprocessing step, for each row of the input file (i. 
e., document or course/job descriptions), words are lemmatized (i.e., 
converting the words to their root form) and converted to lowercase, 
removing any words that match the blacklist or stop words list. As an 
additional step each word is mapped into a dictionary object via a 
unique ID and specific filters to the dictionary are applied. The infor-
mation is a list of pre-processed tokenized documents, stored in the 
dictionary, and used to create a Bag of Words (BoW) representation by 
mapping the frequency of each word in the document to its corre-
sponding index in the dictionary. Namely, words that appear in the 
vocabulary less than a given number of documents (i.e., courses/job 
description) are filtered out. Words that appear in more than a given 
percentage of the total corpus (i.e., all the courses/job description) are 
also removed as default. These two parameters are crucial and can be 
defined as follow:  

• Minimum document frequency: The minimum number of documents a 
token must appear in to be included in the vocabulary. 

• Maximum document frequency: The maximum percentage of docu-
ments a token can appear in to be included in the vocabulary. 

This step is a common technique used in NLP to convert raw text data 
into a numerical format that can be used for further analysis, such as 
topic modeling, clustering, or classification. 

3.4. Archetype generation 

After filtrating the vocabulary, the BoW is passed to the last auto-
matic activity: topic modelling. The LDA algorithm is applied to discover 
latent topics that are present in the corpus. In the implemented tool, the 
Gensim model is used (ldamodel; Řehůřek and Sojka, 2010). Among LDA 
model from Gensim we briefly recap the main important 
hyperparameters: 

Archetype
definition

(keywords extraction)

Data
preprocessing
(NLP pipeline)

START END

Topic labeling,
interpretation and

archetype
assessment
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Data preparation
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aggregation)
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mining process for

archetype definition

Manual assessment
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Assessment
and update of data
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premises and data

sources list
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and update of LDA
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?
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Occupational
standards and
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main aspects of the professional
figure under interest

Fig. 3. Flow chart of the proposed methodology for the automatic extraction of archetypes.  
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• Number of topics: The number of topics is one of the most important 
parameters. It determines the granularity of the topics generated by 
the model. Choosing an appropriate number of topics depends on the 
size of the corpus, the nature of the documents, and the goals of the 
analysis.  

• Alpha and Beta: control the sparsity of the document-topic and topic- 
word distributions, respectively. However, if the corpus is small or 
the topics are expected to be very distinct, it is possible to increase 
alpha to encourage sparser document-topic distributions. Similarly, 
if the vocabulary is large, increasing beta encourages sparser topic- 
word distributions.  

• Passes: controls the number of times the model is trained on the 
corpus. Increasing the number of passes can improve the quality of 
the topics generated, but it also increases the training time.  

• Iterations: controls the number of iterations to be run for each 
document during training. Each document is processed multiple 
times to update the topic assignments and the topic-word and 
document-topic distributions.  

• Random state and random seed: control the randomness of the 
initialization of the topic-word and document-topic distributions, 
which can affect the results of the model. By setting the random_state 
parameter to a fixed value, it is possible to ensure that the model is 
initialized with the same random seed every time it is run, which can 
lead to reproducible results. 

The final input requested from the algorithm is a list of bloom verbs, 
which are a set of words used to describe cognitive processes and 
learning outcomes in education, and their presence in learning or 
occupational descriptions can be indicative of the level of knowledge 
targeted for the archetype (Maffei et al., 2022). These verbs are thus 
highlighted within the extracted keywords, which include both content 
and verb keywords. The keywords are ordered in decrescent order ac-
cording to the likelihood to belong to the given topic according to the 
LDA approach. The number of selected keywords, excluding the 
non-bloom non-infinite verbs, is not native parameter for the LDA but 
can be included in the algorithm. 

The output of the automatic text mining process for archetype defi-
nition is a set of n topics (keywords and bloom verbs) that cover all the 
main aspects of the professional figure under interest. 

3.5. Experts’ interpretation and topic labeling 

After the automatic text mining process for archetype definition, the 
manual assessment cycle for archetype evaluation requires a first ac-
tivity in which users assess the extracted topics as well as label the se-
mantic of the topics behind. The pyLDAvis library provides an 
interactive visualization of topic models, which can be used to interpret 
the topics identified by the model (pyLDAvis). The graphic interface 
provides the list of words for each identified topic along with a bar chart 
that shows the most frequent terms in the selected topic. Such words 
represent and describe the topic contents and verbs. The authors assign a 
label to each topic based on the list of the most frequent terms (Boffa and 
Maffei, 2021). 

During the topic labelling and interpretation of the extracted 
archetype, the expert assesses the quality of the outcome and if required, 
performs several feedback activities to adjust the input information of 
the automatic process. In more detail, the first assessment activity 
concerns the evaluation of the domain definition and the input data 
source. In some cases, misaligned information can be retrieved or too 
few documents can be considered. In this case, the scope statement and 
the data sources must be updated (e.g., defining new web scaping rules 
or changing the target websites). Secondly, preprocessing parameters 
must be assessed in accordance with the outcome alignment with the 
expectation. Refinement of the preprocessing parameters, stop words 
and black words lists must be tailored based on the obtained outcome 
and it could request several cycles of tuning. 

Finally, the topic modelling algorithm requires specific parameters 
to be optimized, including the number of topics, alpha, beta, passes, 
iterations, random state, seed, and the number of keywords. An iterative 
approach to selecting appropriate parameters must be adopted. Specif-
ically, an approach could be the systematic variation of different com-
binations of parameters, while keeping the others constant and checking 
the results. The objective of this iterative process is to identify the 
parameter set that would yield the most suitable model for each given 
application (Maier et al., 2018). 

4. Case study 

This section presents the experimentation and implementation of the 
proposed approach in an Industrial Engineering case study, considering 
the archetype defined in (Lupi et al., 2022) as benchmark. Sections 
4.1–4.5 concern the implementation of the automatic steps defined in 
Section 3. A brief recap of the input data and output for the benchmark 
archetype is reported in Section 4.6. The developed Python code for 
archetype extraction is publicly available at GitHub: https://github. 
com/francescolupi/ArchetypeAPP. 

4.1. Domain definition 

The scope of the industrial engineering archetype is made by man-
agement, production and mechanical educational and occupational data 
sources adopted for the manual definition of the benchmark and used as 
same reference in this work (Lupi et al., 2022). In the current case, the 
autonomic definition of archetype requires a high volume of textual 
information. For this reason, courses within the European partners of the 
Manufacturing Education for a Sustainable fourth Industrial Revolution 
(MAESTRO) project (Mestro project) have been collected taking in 
consideration the same master programs accounted for the benchmark 
(i.e., management, mechanical, production and industrial engineering), 
but without removing similar or duplicated courses, for a total of more 
than 120 course descriptions. 

4.2. Data preparation 

In the preparation of the input file, the following master courses 
descriptions have been used: Management Engineering (Engineering 
and management) and Mechanical Engineering (Mechanical engineer-
ing) from the Department of Management and Production Engineering, 
Polytechnics of Turin (Italy); Production Engineering and Management 
(Production engineering and management), Industrial Management 
(Industrial management), Engineering Mechanics (Engineering me-
chanics) from KTH Department of Production Engineering, KTH Royal 
Institute of Technology (Sweden); Management Engineering (Manage-
ment engineering) and Mechanical Engineering (Mechanical engineer-
ing) from the Department of Civil and Industrial Engineering, University 
of Pisa (Italy); Mechanical Engineering (Mechanical engineering) and 
Advanced Manufacturing and Engineering Management (Advanced 
manufacturing engineering and management) from the Loughborough 
University (United Kingdom). 

Regarding the acquisition of occupational data, and despite the po-
tential to adopt numerous job-related sources for information retrieval, 
we have exclusively relied on the ESCO database to adhere to the 
established benchmark case. However, the list of competences found in 
the ESCO database does not provide sufficient material for the LDA al-
gorithm, which demands multiple words semantically arranged in 
coherent paragraphs that offer contextual information for each docu-
ment. Considering this limitation, we have opted to consider solely the 
general description of the industrial engineering according to ESCO 
platform (ESCO - Industrial and production engineers). 

A total of 127 entries (or documents) have been collected, each per 
row in a spreadsheet file. The input file has been prepared using web 
crawling whenever feasible, although an initially manual approach 
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proved necessary due to the highly different web formats found across 
various websites. 

4.3. Data preprocessing 

According to Sections 3.3 and 3.4, Table 2 summarizes the main 
adopted hyperparameters and input for the developed tool for data 
preprocessing and archetype generation. These parameters set can be 
used as default configuration for the first-time initialization of the al-
gorithm, however it is recommended to experiment with different values 
and evaluate the results over several runs. 

As the data preprocessing parameters, POS tagger spaCy is used 
(spaCy). Adjective (ADJ), Adverb (ADV), Auxiliary Verb (AUX), Inter-
jection (INTJ), Pronoun (PRON), Coordinating Conjunction (CCONJ), 
Punctuation Mark (PUNCT), Particle (PART), Determiner (DET), Prep-
osition or Postposition (ADP), Space (SPACE), Numeral (NUM) and 
Symbol (SYM) are considered as words to be removed. 

The customized blacklist of words is made by those words that are 
highly likely to appear in many topics and do not provide specific in-
formation on the topic itself. Words such as “student” have been added 
to the blacklist by-design in the initial phase, other words have been 
identified after running the algorithm and checking the top 30 key-
words. Additional words can be added if they possess no meaning in the 
topic’s context. 

The minimum document frequency and maximum document fre-
quency has been selected by slightly varying the default settings. 

4.4. Archetype generation 

Regarding the generation parameters for archetypes, the first of in-
terest for LDA setting is the optimal number of topics. One way to 
determine the optimal number of topics is to run the model with 
different numbers of topics and evaluate the coherence scores of the 
topics generated (perplexity measure). To comparing with the bench-
mark, 6 topics have been adopted. 

The default values of alpha and beta are 1.0/num_topics, which work 
well in many cases. For passes, a good starting point is to use two or 
three. Both random state and random seed have been fixed to have 
repeatable results. The list of Bloom verbs has been generated consid-
ering the literature (Maffei et al., 2022; Krathwohl, 2010) and adding 

synonyms. A total of 100 keywords have been selected to be exported for 
each identified topic. 

Together with the preprocessing parameters, the archetype genera-
tion parameters can be found in Table 2. 

4.5. Experts’ interpretation and topic labeling 

The previous automatic text mining steps provide a list of keywords 
grouped into unlabeled topics (or clusters) as output. Manual interpre-
tation of these topics is necessary to provide informative content to each 
topic based on the semantics of the keywords and to assign them 
meaningful labels. This interpretation relies on expertise. Since the 
visualization can help to identify patterns and relationships between 
topics, as well as to explore the most important terms associated with 
each topic, the interpretation and labeling of the six topics (T1-T6) 
generated for the current case study have been performed by the experts 
using scatter plots (Fig. 4–Fig. 9), which provide a graphical view of an 
industrial engineer within the geographic consortium of universities 
considered (MAESTRO). 

The distribution of topics in two-dimensional space is provided using 
a technique called multidimensional scaling (MDS) to represent the 
similarity between topics. The size of each circle represents the preva-
lence of the topic in the corpus (i.e., marginal topic distribution), and the 
closeness of circles indicates that the topics share many common terms 
(i.e., semantic relation). The top 30 most salient terms for each topic, 
ranked by their frequency in the corpus, are also shown. The relative 
width of each term in the chart in red indicates its frequency within the 
topic (i.e., relevance) and the gray bars represent the overall frequency 
of the term in the corpus (i.e., saliency). The relevance of a term to a 
topic is a measure of how strongly that term is associated with the topic, 
based on its conditional probability and its overall frequency in the 
corpus. In the following, the six topics are visually depicted (red high-
lighted circles) from Fig. 4 to Fig. 9 and the main results discussed. 

Fig. 4 (T1): Topic1 contains a group of keywords related to man-
agement and business. This cluster highlights the importance of various 
concepts such as strategy, control, and decision-making that an indus-
trial engineer should possess. It also includes terms related to produc-
tion, investment, and capital, emphasizing the financial aspect of 
managing a business. Planning is another central concept within this 
cluster, with words such as "plan," "planning," and "budgeting" 

Table 2 
The selected hyperparameter and tool (https://github.com/francescolupi/ArchetypeAPP) input for the case study.  

Parameter Description 

Preprocessing POS vectors [’ADJ’, ’ADV’, ’AUX’, ’INTJ’, ’PRON’, ’CCONJ’, ’PUNCT’, ’PART’, ’DET’, ’ADP’, ’SPACE’, ’NUM’, ’SYM’] 
Customized blacklist {’exercise’, ’exercises’, ’hour’, ’hours’, ’analysis’, ’system’, ’systems’, ’student’, ’students’, ’expected’, ’knowledges’, ’method’, ’methodology’, 

’methodologies’, ’methods’, ’problem’, ’problems’, ’model’, ’models’, ’modelling’, ’project’, ’projects’, ’tutorial’, ’tutorials’, ’course’, ’courses’} 
Minimum document frequency 3 
Maximum document frequency 90% 
Number of topics 6 
Alpha 1.0/Number of topics 
Beta 1.0/ Number of topics 
Passes 10 
Iterations Default 
Random state 5 
Random seed 5 
Bloom verbs ["understand", "define", "identify", "describe", "label", "list", "name", "state", "match", "recognize", "select", "examine", "locate", "memorize", "quote", 

"recall", "reproduce", "tabulate", "tell", "copy", "discover", "duplicate", "enumerate", "listen", "observe", "omit", "read", "recite", "record", "repeat", 
"retell", "visualize", "explain", "interpret", "paraphrase", "summarize", "classify", "compare", "differentiate", "discuss", "distinguish", "extend", 
"predict", "associate", "contrast", "convert", "demonstrate", "estimate", "express", "infer", "relate", "restate", "translate", "ask", "cite", "discover", 
"generalize", "group", "illustrate", "judge", "observe", "order", "report", "represent", "research", "review", "rewrite", "show", "trace", "solve", "apply", 
"modify", "use", "calculate", "change", "choose", "discover", "relate", "sketch", "complete", "construct", "interpret", "manipulate", "paint", "prepare", 
"teach", "act", "compute", "list", "practice", "simulate", "write", "analyze", "classify", "contrast", "infer", "select", "categorize", "connect", 
"differentiate", "estimate", "evaluate", "focus", "organize", "plan", "question", "test", "reframe", "criticize", "appraise", "support", "decide", 
"recommend", "assess", "convince", "defend", "grade", "predict", "select", "argue", "conclude", "critique", "debate", "justify", "persuade", "weigh", 
"design", "compose", "plan", "combine", "formulate", "invent", "substitute", "compile", "develop", "integrate", "modify", "prepare", "rearrange", 
"adapt", "arrange", "collaborate", "facilitate", "make", "manage", "propose", "solve", "support", "test", "validate"] 

Number of keywords 100  
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indicating the need for a well-thought-out strategy for success. The 
keywords also touch on the importance of understanding various pro-
cesses, as well as the organization and management of resources for an 

industrial engineer. This topic also highlights the significance of tech-
nology and its role in the manufacturing industry. Additionally, terms 
such as "innovation," "growth," and "change" emphasize the need for 

Fig. 4. The Topic1 (T1) is labelled as Management, Finance, Economics and Business strategies.  

Fig. 5. The Topic2 (T2) is labelled as Design of product and systems for quality.  
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adaptation and evolution within a business. Finally, keywords such as 
"competency," "performance," and "functioning" indicate the importance 
of personal and team-based skills in the successful management of a 
business. Overall, this cluster emphasizes the importance of effective 

management, strategic planning, and innovation in the success of a 
business. This cluster has been labelled as T1: Management, Finance, 
Economics and Business strategies. 

Fig. 5 (T2): Based on the keywords, this topic seems to be focused on 

Fig. 6. The Topic3 (T3) is labelled as Innovation and supply chain management.  

Fig. 7. The Topic4 (T4) is labelled as Applied Thermodinamics and Mechanics.  
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various aspects related to product design and manufacturing, including 
materials, processes, tools, and measurement. It also includes compe-
tences related to quality control, failure analysis, maintenance, and 
reliability. The presence of words like "simulation," "computation," and 

"modeling" suggest that this cluster may also relate to using computer- 
based tools to aid in the design and manufacturing process. Other key-
words such as "datum" and "metrology" suggest that measurement and 
data analysis are important aspects of this cluster as well. Summarizing, 

Fig. 8. The Topic5 (T5) is labelled as Manufacturing and design IT tools.  

Fig. 9. The Topic6 (T6) is labelled as Manufacturing, production planning and industrial automation.  
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Table 3 
The industrial engineer archetype as a set of 6 topics (T1-T6) automatically extracted using the proposed tool. The first column is the topic interpretation, while the 
second column presents the first 100 keywords excluding infinite verbs. Bloom verbs are enclosed by * and reported in the last column for clarity. Note that the words 
are ordered in decrescent order respect the relative importance to the specific topic.  

Experts-based Topic 
Interpretation 

Keywords ordered based on their weight Bloom keywords verb 

T1: 
Management, Finance, 
Economics and Business 
strategies 

[’management’, ’business’, ’product’, ’information’, ’decision’, 
’concept’, ’strategy’, ’firm’, ’control’, ’theory’, ’production’, 
’investment’, ’*plan* ’, ’*planning* ’, ’capital’, ’tool’, ’technique’, 
’*understand* ’, ’process’, ’statement’, ’organization’, ’knowledge’, 
’*use* ’, ’provide’, ’*develop* ’, ’*evaluate* ’, ’value’, ’include’, ’skill’, 
’financing’, ’technology’, ’accounting’, ’manufacturing’, ’activity’, 
’fundamental’, ’follow’, ’*design* ’, ’base’, ’development’, ’marketing’, 
’resource’, ’*relate* ’, ’policy’, ’need’, ’industry’, ’introduction’, 
’competition’, ’principle’, ’*analyze* ’, ’*support* ’, ’rate’, ’task’, 
’case’, ’role’, ’*apply* ’, ’flow’, ’implementation’, ’present’, ’demand’, 
’definition’, ’deal’, ’budgeting’, ’work’, ’portfolio’, ’divide’, 
’opportunity’, ’*manage* ’, ’innovation’, ’*understanding* ’, ’ability’, 
’performance’, ’framework’, ’*illustrate* ’, ’know’, ’competency’, 
’income’, ’master’, ’learn’, ’growth’, ’manager’, ’functioning’, ’idea’, 
’operation’, ’*change* ’, ’*discuss* ’, ’*focus* ’] 

[’plan’, ’planning’, ’understand’, ’use’, ’develop’, ’evaluate’, 
’design’, ’relate’, ’analyze’, ’support’, ’apply’, ’manage’, 
’understanding’, ’illustrate’, ’change’, ’discuss’, ’focus’] 

T2: 
Design of products and systems 
for products and quality 

[’*design* ’, ’material’, ’process’, ’manufacturing’, ’*use* ’, ’datum’, 
’*describe* ’, ’tool’, ’measurement’, ’application’, ’product’, ’base’, 
’production’, ’knowledge’, ’give’, ’technology’, ’development’, 
’control’, ’work’, ’factory’, ’flow’, ’include’, ’component’, 
’requirement’, ’failure’, ’*apply* ’, ’*planning* ’, ’theory’, ’mechanic’, 
’maintenance’, ’*identify* ’, ’simulation’, ’*explain* ’, ’subject’, 
’plant’, ’element’, ’information’, ’analyse’, ’algorithm’, ’life’, ’pass’, 
’learn’, ’*estimate* ’, ’*develop* ’, ’parameter’, ’need’, ’vibration’, 
’laboratory’, ’*understand* ’, ’computer’, ’deal’, ’result’, ’aspect’, ’lab’, 
’*focus* ’, ’solution’, ’aim’, ’technique’, ’layout’, ’engineering’, 
’*testing* ’, ’behaviour’, ’*grade* ’, ’*complete* ’, ’*support* ’, ’cam’, 
’*solve* ’, ’computation’, ’processing’, ’perform’, ’standard’, 
’reliability’, ’metrology’, ’account’, ’capability’, ’response’, ’modeling’, 
’calculation’, ’property’, ’quality’, ’*choose* ’, ’issue’, ’damage’, 
’crack’, ’identification’, ’manufacture’] 

[’design’, ’use’, ’describe’, ’apply’, ’planning’, ’identify’, ’explain’, 
’estimate’, ’develop’, ’understand’, ’focus’, ’testing’, ’grade’, 
’complete’, ’support’, ’solve’, ’choose’] 

T3: 
Quality and supply chain 
management 

[’management’, ’*research* ’, ’knowledge’, ’technology’, ’chain’, 
’supply’, ’aim’, ’*apply* ’, ’*design* ’, ’innovation’, ’base’, ’tool’, 
’*use* ’, ’theory’, ’development’, ’analyse’, ’activity’, ’area’, 
’organisation’, ’optimization’, ’product’, ’work’, ’*solve* ’, ’element’, 
’provide’, ’process’, ’concept’, ’*focus* ’, ’*change* ’, ’*formulate* ’, 
’engineering’, ’industry’, ’assembly’, ’fem’, ’science’, ’perspective’, 
’*describe* ’, ’*discuss* ’, ’role’, ’*explain* ’, ’field’, ’*evaluate* ’, 
’production’, ’solution’, ’case’, ’ability’, ’programming’, ’data’, ’result’, 
’strategy’, ’sustainability’, ’business’, ’operation’, ’*analyze* ’, ’give’, 
’create’, ’carry’, ’aspect’, ’*relate* ’, ’technique’, ’reflect’, 
’formulation’, ’decision’, ’environment’, ’*understand* ’, ’*make* ’, 
’need’, ’pass’, ’application’, ’participant’, ’complexity’, ’control’, 
’*choose* ’, ’value’, ’demand’, ’cover’, ’matrix’, ’sector’, ’algorithm’, 
’*planning* ’, ’*connect* ’, ’skill’, ’industrial’, ’present’, ’*develop* ’, 
’plane’, ’degree’, ’constraint’, ’dynamic’] 

[’research’, ’apply’, ’design’, ’use’, ’solve’, ’focus’, ’change’, 
’formulate’, ’describe’, ’discuss’, ’explain’, ’evaluate’, ’analyze’, 
’relate’, ’understand’, ’make’, ’choose’, ’planning’, ’connect’, 
’develop’] 

T4: 
Applied Thermodinamics and 
Mechanics 

[’control’, ’equation’, ’energy’, ’knowledge’, ’*design* ’, ’engineering’, 
’transfer’, ’flow’, ’material’, ’technique’, ’*apply* ’, ’application’, 
’thermodynamic’, ’provide’, ’field’, ’fluid’, ’ability’, ’component’, 
’introduction’, ’property’, ’solution’, ’mechanic’, ’vibration’, ’concept’, 
’subject’, ’principle’, ’*analyze* ’, ’dynamic’, ’*solve* ’, ’phenomenon’, 
’radiation’, ’form’, ’formulation’, ’device’, ’distribution’, ’involve’, 
’*state* ’, ’vehicle’, ’linear’, ’case’, ’present’, ’*order* ’, ’*discuss* ’, 
’tool’, ’numerical’, ’stability’, ’*use* ’, ’set’, ’*understand* ’, ’concern’, 
’characteristic’, ’reliability’, ’result’, ’*relate* ’, ’momentum’, ’aspect’, 
’law’, ’interaction’, ’work’, ’gas’, ’programming’, ’automation’, 
’example’, ’objective’, ’approximation’, ’conservation’, ’acquire’, 
’module’, ’transmission’, ’behavior’, ’pipe’, ’convergence’, 
’performance’, ’emphasis’, ’calculation’, ’learn’, ’physics’, ’robot’, 
’etc’, ’modeling’, ’theory’] 

[’design’, ’apply’, ’analyze’, ’solve’, ’state’, ’order’, ’discuss’, ’use’, 
’understand’, ’relate’] 

T5: 
Manufacturing and design IT 
tools 

[’*design* ’, ’quality’, ’vehicle’, ’theory’, ’component’, ’dynamic’, 
’*group* ’, ’bearing’, ’application’, ’standard’, ’level’, ’simulation’, 
’knowledge’, ’process’, ’control’, ’transmission’, ’equation’, ’event’, 
’force’, ’response’, ’provide’, ’matlab’, ’criterion’, ’*relate* ’, 
’introduction’, ’gear’, ’capability’, ’frequency’, ’linear’, ’*apply* ’, 
’connection’, ’selection’, ’leadership’, ’h’, ’know’, ’include’, ’concept’, 
’base’, ’etc’, ’stiffness’, ’verification’, ’mean’, ’implementation’, 
’behaviour’, ’track’, ’*solve* ’, ’tool’, ’performance’, ’classification’, 
’mode’, ’matrix’, ’regression’, ’fundamental’, ’sampling’, ’*test* ’, 
’bear’, ’parameter’, ’organisation’, ’oscillation’, ’kinematic’, 
’vibration’, ’vector’, ’*explain* ’, ’*support* ’, ’coefficient’, ’series’, 

[’design’, ’group’, ’relate’, ’apply’, ’solve’, ’test’, ’explain’, 
’support’, ’use’, ’state’] 

(continued on next page) 
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this cluster appears to be related to the operational aspects of product 
design and manufacturing, including the use of tools and techniques to 
optimize manufacturing processes and ensure product quality. Accord-
ing to this interpretation, the topic has been labelled as T2: Design of 
products and systems for quality. 

Fig. 6 (T3): Topic3 is quite close to the T1 but is more focused on the 
management and application of technology. The words "management", 
"technology", "supply chain", and "innovation" all appear prominently in 
this cluster, as well as words related to organizational optimization, 
product development, and sustainability. There is also a focus on using 
tools and techniques to analyze and solve problems, as well as under-
standing the complexity of different industries and sectors. In general, 
this cluster seems related to the practical application of research and 
technology in different settings, with an emphasis on management and 
optimization. Words related to decision-making, strategy, and planning 
are also present, suggesting a focus on achieving specific goals and 
outcomes. The cluster T3 has been labelled as Innovation and supply 
chain management. 

Fig. 7 (T4): This topic seems to be focused on competences related to 
control, energy transfer, and fluid mechanics, with a strong emphasis on 
applying knowledge to practical applications. Aspects related to math-
ematical modeling and simulation are also present, indicating a focus on 
using analytical tools to solve problems related to engineering and 
physics. There is also an emphasis on understanding the fundamental 
principles underlying various phenomena, such as thermodynamics, 
mechanics, and radiation. Programming and automation are also 
mentioned, suggesting that the cluster may relate to topics such as ro-
botics and process control. Finally, there are some more general key-
words related to reliability, performance, and physics, suggesting that 
this cluster may encompass a broad range of engineering and science 
disciplines. This topic has been named T4: Applied Thermodinamics 
and Mechanics. 

Fig. 8 (T5): Based on the keywords in this topic, it seems to be 
focused on competences related to design and engineering, particularly 
in the manufacturing industry. Some specific concepts that appear to be 
important in this cluster include quality, component, dynamic, bearing, 
transmission, gear, stiffness, and performance. Other words like "simu-
lation," "control," "parameter," and "verification" suggest a focus on 
testing and analysis to ensure high-quality designs. The presence of 
words like "leadership," "support," and "organisation" also suggests a 
focus on team collaboration and project management. T5: 
Manufacturing and design IT tools. 

Fig. 9 (T6): Based on the keywords extracted, it seems that Topic6 
may be related to manufacturing and production, specifically topics 
such as industrial design, process control, product management, 

technology, and business strategy. Other keywords in this cluster sug-
gest a focus on manufacturing operations, including assembly, 
machining, operation, and lean principles. Other keywords suggest a 
focus on data and computer technology, including "datum," "data," 
"PLC," "code," and "computer." Overall, it seems that cluster 6 is focused 
on the operational and technical aspects of manufacturing and produc-
tion, with an emphasis on industrial process automation. This topic has 
been interpreted and labelled as T6: Manufacturing processes, pro-
duction planning and industrial automation. 

As a result, the generated archetype is a list of technical (i.e., content) 
and bloom verbs (i.e., verb) keywords clustered into unlabeled topics 
which, after expert interpretation, are labeled and presented in Table 3. 
No context has been extracted for the sake of brevity and to maintain the 
archetype in a concise form. From Bloom verbs standpoint, as general 
but remarkable result, the ’design’ verb has emerged as main verb for all 
the generated clusters of the industrial engineer (i.e., it is ranked in the 
first top verbs for each topic), confirming prominence of this high-level 
cognitive activity for the engineer archetype. 

4.6. The industrial engineering benchmark 

The input data pertains to information sourced from the course 
syllabi of university master degree programs within the MAESTRO 
project (Project description). In order to limit the manual effort required 
for the analysis of a large volume of data, 50 courses have been manually 
selected for use in the benchmark (Lupi et al., 2022). For a specific 
course, constraints have been posed in extracting a synthetic description 
focusing on what the students should be able to do at the end of the 
course considering the three pillars of the Intended Learning Outcome 
ILOs (i.e., acting verbs, contents, and contexts) (Maffei et al., 2022). 
Since these three pillars’ presence is not mandatory, these descriptions 
were called “semi structured” ILOs (i.e., SS-ILOs). 

As for the occupational side, the input information has been 
retrieved via the multilingual classification of ESCO (Esco). Given a 
specific job, the related skills can automatically be retrieved in the 
database. Compared to SS-ILOs, this information set presents much more 
synthetic competences that often embed verbs and contents of the 
competence itself. 

The elements of the two input sets have been grouped, and clustered 
through a consensus-based approach by groups of academic experts. The 
main task of this activity has been the synthesis of the input list to a final 
set of 6 clusters of competences that cover different main topics (i.e., 
CL1. Manufacturing Processes; CL2. Structures, Machines, and Products 
Design; CL3. Production IT Tools Infrastructure; CL4. Manufacturing 
Automation and Robotics; CL5. Production Planning and Control; CL6. 

Table 3 (continued ) 

Experts-based Topic 
Interpretation 

Keywords ordered based on their weight Bloom keywords verb 

’euler’, ’domain’, ’technique’, ’software’, ’field’, ’*use* ’, ’distribution’, 
’chain’, ’correlation’, ’trajectory’, ’implement’, ’*state* ’, ’point’] 

T6: 
Manufacturing processes, 
production planning and 
automation 

[’manufacturing’, ’production’, ’tool’, ’process’, ’*design* ’, ’control’, 
’marketing’, ’strategy’, ’simulation’, ’industrial’, ’product’, 
’management’, ’corporation’, ’*explain* ’, ’principle’, ’technology’, 
’business’, ’concept’, ’material’, ’knowledge’, ’safety’, ’firm’, 
’assembly’, ’cover’, ’handling’, ’acquire’, ’line’, ’relationship’, 
’*order* ’, ’work’, ’*use* ’, ’create’, ’property’, ’computer’, ’datum’, 
’plc’, ’data’, ’*focus* ’, ’context’, ’manufacture’, ’plant’, ’exchange’, 
’code’, ’sensor’, ’pillar’, ’machining’, ’operation’, ’*planning* ’, 
’consumer’, ’lean’, ’emphasis’, ’workplace’, ’integration’, 
’configuration’, ’agency’, ’environment’, ’deployment’, ’programming’, 
’preparation’, ’shareholder’, ’organisation’, ’opportunity’, ’consider’, 
’example’, ’regulation’, ’mechanism’, ’difference’, ’development’, 
’equipment’, ’law’, ’ce’, ’machinery’, ’introduction’, ’manual’, ’jit’, 
’perspective’, ’role’, ’wcm’, ’flow’, ’build’, ’*compare* ’, ’sector’, 
’decision’, ’module’, ’provide’, ’application’, ’part’, ’*understand* ’, 
’kpi’] 

[’design’, ’explain’, ’order’, ’use’, ’focus’, ’planning’, ’compare’, 
’understand’]  
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Logistics and Supply Chain Management). 
The respective clusters of competences (i.e., the same of topics in the 

current work) hence define the engineer archetype. The full description 
of the industrial engineer archetype can be found in (Lupi et al., 2022). 

5. Discussion 

The significance of this endeavor lies in kickstarting the automation 
of engineer archetype definition using text mining techniques for direct 
extraction of extensive text corpus from online sources such as public 
educational websites and job placement platforms. The current work 
boasts several advantages and benefits, including:  

• Quick and reliable processing of text using trending open-source 
algorithms developed in the NLP domain.  

• Quick and easy to update archetypes without the need to train the 
algorithm. University and industry are non-static entities, and ar-
chetypes should reflect these dynamics (e.g., the Industry 4.0 revo-
lution in the recent years).  

• Synthetic representation of a massive number of instances increases 
the accuracy of the output archetype with respect to smaller ones 
generated using smaller input datasets processable via a manual 
approach.  

• Standardized archetype’s definition via a common language between 
the interested parties (i.e., university and industry). This guarantees 
a robust procedure that delivers de-facto profiles, which enable the 
realignment of the educational and occupational frameworks.  

• Broaden the application of this technique to any field of study, even 
further the application to only the engineering domain but also to 
any professional archetypes (e.g., physician, biologist, psychologist, 
designer).  

• Online accessible tool for archetype definition at https://github. 
com/francescolupi/ArchetypeAPP. 

The next Sections provide the comparison between the developed 
automatic approach as opposed to the manual method adopted as 
benchmark (Section 5.1), parameters tuning and setting (Section 5.2.) 
and discussion on the open challenges as well as possible future devel-
opment (Section 5.3). 

5.1. Comparison of manual expert and automatic NLP-based results 

A high-level comparison has been conducted between the automatic 
and manual outcomes generated using the same input dataset to validate 
the proposed approach against the benchmark (Lupi et al., 2022). Spe-
cifically, the six topics (T1-T6) of the automatically defined archetype 
are compared to the six clusters of competences (CL1-CL6) manually 
defined in our previous work. 

T2: Design of Products and Systems for Quality involves designing, 
analyzing, and testing products and systems, focusing on manufacturing, 
control theory, and quality assurance. Likewise, CL2: Structures, Ma-
chines, and Products Design involves researching, designing, and testing 
machines, mechanical installations, and components, materials analysis, 
preparation of technical documentation and experiments. Another 
similarity can be found in CL4: Manufacturing Automation and Ro-
botics, which involves the application of control theory, and design in 
manufacturing systems. It includes selecting components, assembling 
machines, and programming systems for automation, material handling, 
and assembly processes. 

T3: Quality and Supply Chain Management focuses on management, 
research, and technology within the supply chain. Emphasizes applying 
design, innovation, optimization, and problem-solving in the industry. 
Similarly, CL6: Logistics and Supply Chain Management involves 
applying mathematical models for demand anticipation, optimizing 
aggregated planning, inventory management, and resource exploitation. 
It includes monitoring supply flow, managing supply chain activities, 

and synchronizing supply with customer demand. 
T5: Manufacturing and Design IT Tools focus on design, simulation, 

control, and application of industrial-specific software tools and appli-
cations. CL3: Production IT Tools Infrastructure involves practical skills 
in using CAE software for integrated manufacturing systems and focuses 
on evaluating, selecting, and designing optimal ICT solutions and PLM 
systems. 

T6: Manufacturing Processes, Production Planning, and Automation 
involves control, simulation, assembly, and flow optimization, empha-
sizing production, technology, and manufacturing processes design for 
efficient production. Similarly, CL1: Manufacturing Processes includes 
designing conventional and non-conventional systems, optimizing as-
sembly technology, simulating flow, and creating factory layouts using 
specialized software. Additional partial overlapping can be found in 
CL5: Production Planning and Control focuses on designing and opti-
mizing production planning, maintenance processes, statistical moni-
toring, Health, Safety & Environment (HSE) systems, and improving 
production efficiency and costs. Other, similarities can be found with 
CL4: Manufacturing Automation and Robotics, which involves the 
application of robot modeling, control theory and automation. 

The two topics that have a one-to-one or strong alignment with 
specific clusters from the benchmark are T1: Management, Finance, 
Economics, and Business Strategies and T4: Applied Thermodynamics 
and Mechanics. These two new recognized topics by the automatic al-
gorithm are due to the tendency of the algorithm to maximize the 
interclassed dissimilarities and merging close topics to single ones, 
which may result in nested topics. In this regard, if certain emerged 
topics appear to be too generalist, it is possible to consider only a subset 
of competences that primarily belong to specific professional categories 
during the expert interpretation. This flexibility may allow to tailor the 
archetype to accurately represent the desired professional profile and 
ensure its relevance within a specific context. 

From an initial comparison between the two industrial engineering 
archetypes, significant overlap is shown. Both the former (i.e., the 
manually generated benchmark) and the latter (i.e., the automatically 
generated one) consist of six categories (i.e., cluster of competences and 
topics). The overlap between several topics/clusters demonstrates the 
feasibility of automatically defining an engineer industrial archetype 
and providing a general framework and an online tool that can be used 
to generate other archetypes according to a specific domain. As an 
additional result, an entire topic regarding finance, economics and 
business model emerged in the current work, thanks to the processing of 
a higher volume of data, but still from the same source of the manually 
defined archetype. 

From a “structural” perspective, the first archetype is more specif-
ically related to the competences required for this type of professional 
profile, while the second archetype focuses on the technical keywords 
that are important in this field. This is due to the limit of topic extraction 
and automation of archetype definition, which makes it challenging to 
extract summary sentences of big input dataset and only restrict to 
keywords. 

5.2. Parameters setting 

The automatic approach of generating archetypes using the LDA 
topic extraction algorithm has advantages and limitations. One limita-
tion is that the results of the LDA can be sensitive to the choice of 
hyperparameters, such as the number of topics and optimization may be 
required (e.g., perplexity and coherence metrics). The perplexity 
calculation is performed using a k-interval defined a priori (Blei and Ng, 
2003). The result is a graph that shows the metric’s value for each k and 
plots the trend line of the metric. The k-interval is restricted in corre-
spondence with the trend line’s elbow. The restricted k-interval will 
guarantee a low perplexity and exploitable numbers of topics. Never-
theless, the perplexity measure does not inspect the semantics. A 
topic-coherence metric is calculated over the restricted interval of k. The 
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metric checks within each topic if the included words are semantically 
related based on “co-document frequency of words” (Mimno et al., 
2011). The higher the score, the higher the coherence and the topic 
interpretability. The optimal k chosen to run LDA corresponds to the 
higher coherence score value. 

In the context of topic modeling, the length of the documents can 
impact the performance of the model. Shorter documents may be more 
difficult to model accurately because they contain fewer words and may 
not have enough context to support accurate topic identification. 
Conversely, very long documents may contain multiple topics or themes, 
making it more challenging for the model to identify the main topics 
(Albalawi et al., 2020). However, this can vary based on the specific use 
case and the quality of the data. 

On the other side, the automatic approach allows for the processing 
of a larger and potentially enormous amount of data in a shorter time 
compared to the manual approach adopted in the benchmark. Further-
more, it can reduce bias and subjectivity in the archetype definition 
process. 

5.3. Open challenges and future development 

The current paper represents a step forward from our previous work, 
where both the data collection and archetype definition process were 
performed entirely manually by experts. In this paper, we demonstrate 
the feasibility of fully automated definition of archetypes using NLP and 
topic extraction modelling. However, the current data collection process 
still requires manual effort and is not completely based on web scraping. 

Our ongoing work aims to leverage web scraping to fully automate 
the data collection process from diverse HTML sources. However, 
implementing a generalizable framework for web scraping is chal-
lenging due to the lack of standardization in the HTML structure of 
university and occupational websites. Future work should emphasize 
developing automated techniques for web scraping that can adapt to 
variations in HTML structure across different websites. This can be 
achieved by searching for specific HTML tags or keywords in the HTML 
content, and by creating a generalizable method for extracting course 
descriptions and job profile information from various websites 
(Kobayashi and Takeda, 2000). 

If content (technical keyword) and Bloom verbs (bloom) are 
considered not enough for a complete description of the archetype, 
additional research for a summary extraction of the context of the topic 
may be required. A backward search in the most related documents to 
the extracted topics may be useful in searching for a context sentence (e. 
g., the most related contextual words to the topic under interest). 

Using bigrams and trigrams, which are two or three consecutive 
words (e.g., "additive manufacturing," "computer-aided design"), in 
topic extraction can supply additional context and improve the accuracy 
of the results, rather than relying solely on individual words (i.e., 
unigrams). 

Increasing the overlap between the educational and the occupational 
domains remains another ongoing challenge. Academia should focus on 
advancing emerging technologies at lower Technology Readiness Levels 
(TRLs), while industries continuously encounter new needs that may not 
be covered by academic institutions. These industry-specific challenges 
often remain unexplored by academics, leading to a gap at the inter-
section of educational research and practical occupational re-
quirements. The light blue symmetric difference E △ O in Fig. 2b 
represents two distinct areas of competences that must be carefully 
managed, without necessarily expecting complete overlap. These 
distinct competences between education and occupation should be 
preserved to a certain extent. Thus, a persistent gap exists at the frontier 
where educational research and occupational applications diverge. It is 
crucial to acknowledge and address this ongoing issue, and establish 
tools and criteria to assess this gap, enabling evaluation from both 
educational and occupational perspectives while comparing it against 
the archetypes, which is the first ingredient in this direction (i.e., 

reference for assesment feedback). 
Other future developments efforts will focus on the practical appli-

cation of our framework to define emerging engineering figures in fields 
characterized by non-standardized descriptions and ambiguous defini-
tions. This includes areas like sustainability (Gutierrez-Bucheli et al., 
2022), lean manufacturing (Chiera et al., 2021) and artificial intelli-
gence (Yüksel et al., 2023). By addressing these challenges, our aim is to 
enhance the practicality of our research and make a valuable contri-
bution to real-world industry settings. Through this work, we aim to 
bridge the gap between academia and industry by providing insights for 
the development of relevant and effective engineering figures using 
archetypes. Our commitment lies in making a significant impact in the 
engineering field through these endeavors. 

6. Conclusion 

Engineering archetypes have been defined here as clusters of com-
petences and skills that have been identifined to simplify the commu-
nication, assessment, and comparison of technical topics required by 
different professionals in the engineering field. Their role is crucial in 
bridging the gaps between educational and occupational frameworks, 
promoting harmonization by aligning supply and demand. Additionally, 
they provide valuable insights for managers in decisions-making pro-
cesses related to the selection and professional education. However, 
traditional manual methods for defining archetypes face limitations 
such as time-consuming, biased, and inconsistent approaches. These 
gaps include a lack of automatic methodologies, reliance on manual 
surveys, and limited coverage across programs and institutions. In 
response to these limitations, our contribution lies in presenting an ab-
stract representation of a professional profile (i.e., archetype). The 
archetype principle was initially introduced in our previous paper, and 
now our objective is to automate the process of generating archetypes. 
Furthermore, we propose an iterative adoption and update of archetypes 
to continually assess and improve the alignment and harmonization of 
education and occupation over time. The results of our study demon-
strate the feasibility of the proposed method in defining an industrial 
engineer archetype and provide an online tool that utilizes raw text data 
to generate archetypes within specific domains. The use of natural lan-
guage processing techniques proves to be more objective and efficient in 
defining archetypes, leveraging large text corpora from accessible 
sources and employing open-source algorithms for accurate topic 
extraction. Furthermore, the proposed method aims to standardize and 
harmonize the definitions of professional engineering profiles, offering 
exciting opportunities for representative archetypes of the latest trends 
in the field. The findings of our study indicate a high degree of overlap 
between the expert-based and automated-based methods, validating the 
use of the automated methodology for future studies and improvements. 
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