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Augmented Contents 

as Assistive Technology 

to Make More Inclusive

Everyday Objects for

Visually Impaired People

by Barbara Leporini (ISTI-CNR & I.Ri.Fo.R.), Marina Buzzi

(IIT-CNR) and Luca Baldini (Editoriale Campi)

This study investigates how to exploit technologies for

making society more inclusive by increasing the usability

of artefacts that may be not accessible to people with dis-

abilities. Accessing everyday objects can be a challenge

for blind and visually impaired people. Although digital cal-

endars are available, a tangible paper-based calendar can

be more suitable or preferred by users, in specific contexts.

Such a calendar should be as inclusive as possible. This

paper shares the experience of designing an inclusive

paper-based calendar conceived in codesign sessions with

blind and visually impaired users.

One of the most popular everyday objects are calendars, both
paper based or in electronic formats as digital date pickers or
interactive calendars. The aim of this study is to design an in-
clusive paper-based calendar enabling multimodal and multi-
media content in an accessible format. The Italian most fa-
mous lunar calendar is the Barbanera Calendar, which has
been printed since 1762 [L1] (see Figure 1). It offers informa-
tion about moon phases linked to the stages of cultivation
(sowing, caring, harvesting), horoscopes, and suggestions.
Main features printed on the calendar include: a) Cover infor-
mation, b) Contents of the month, c) The phases of the moon,
and d) The information of the day.

The main contribution of this work is the proposal of a partic-
ipatory design methodology that can be applied in other fields,

such as in education and other goods and services based on
paper formats to be augmented with multimedia and multi-
modal contents.

Related Work

Previous research investigated the problem of audio access to
calendars by designing a non-visual interface for selecting
dates on web-based forms, in order to provide audio access to
date selection while automating the formatting of dates. The
proposed calendar date entry system reduced errors about date
format when a user has to insert a date [1]. Nowadays several
date pickers and calendar applications are available on touch-
screen devices. Google Calendar, one of the most popular, of-
fers support for usage with a screen reader, and provides
Application Programming Interfaces (APIs) that make it pos-
sible to incorporate its calendar functions in customised apps.

In addition, as technology rapidly evolves, people with special
needs like blind and visually impaired people can benefit from
using voice assistants such as Siri or Alexa, thanks to the vocal
interaction and the audio information. Voice assistants are con-
sidered helpful, in particular in everyday-life practical tasks
like checking calendar entries [2]. However, to the best of the
author's knowledge, a tangible augmented calendar accessible
to blind and visually impaired people has not yet been de-
scribed.

Participatory Design and Suggestions 

The design teams included an accessibility expert (researcher),
the Barbanera Calendar design teams, and visually impaired
end users. Seven users with visual impairments took part in the
participatory design: 5 men and 2 women aged 32 to 67; 5
blind users, 2 visually impaired users. The members were re-
cruited by the Italian Association for the Blind and Visually
Impaired.

After analysing the first draft prepared by the design team, the
working group proposed a set of suggestions to design a more
inclusive format:
• Tactile cues. Braille letters are easily recognisable by touch.

Exploit Braille to localise QR code points. The tactile dots
allow the user to correctly identify the QR codes. It is impor-
tant that for each QR code, the tactile dot is always inserted
in the same position in order to allow the blind person to
know where exactly the QR code is located (see Figure 2).

• Tangible icons. If the icons relating to the lunar state are
inserted (full moon, first quarter, etc.), in order to make
moon phases tactfully perceivable, the outline of the moon
icon can be marked in relief. In the case of a full moon, the
same could be highlighted with a full circle, while in the
case of a black moon, the circle could be empty.

• QR codes. Having QR codes too close on the page may pose
difficulties since the camera triggers the description for the
first detected code as soon as the user moves the camera
focus over the dates of the days. To overcome this issue, a
digital solution can be exploited: only one QR code can be
used to refer to a single digital page showing a list of the
days that can be selected by the user through a
smartphone/computer and an assistive technology. When the
day is selected in the page, the user can listen to / read the
associated information (audio files in mp3 format). Various
technical design solutions can be applied: e.g., using a link
or a button referred to each day, or alternatively a combo-
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box or a dropdown menu where the user can edit (or select
from the list) the desired day. For the day's info, specific
written or audio content about the day can be assigned and
so triggered. In the accessible calendar, the QR codes are
placed at the bottom of the page for horoscope and agricul-
ture information related to the moon phases (see Figure 2).
The QR code in the top-right corner activates the day mp3
file. The QR code in the top-right corner brings the users in
a web page navigable with flick-left and flick-right screen
gestures enabling the listening and the navigation of all the
month’s audio files (one for each day) (see Figure 3).

• Calendar format. The standard format with a single list of
days placed one under the other would make available much
more space to write information that is more visible even for
visually impaired people. The more compact grid format
requires an app to enrich content and information not only
for the blind but also for the visually impaired (see Figure 2).

Conclusions

In summary, the proposed solution combines tangible refer-
ences with digital tools (app or web) to make a paper-based
object more accessible. The solution proposed here is meant to
be an example of how simple tools – if well exploited – can
become assistive technologies for a more inclusive society.
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[L1] https://www.barbanera.it/
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using Haptic feedback to

Support Cognitive Mapping

in Mobile Applications for

Orientation and Mobility

by Maria Teresa Paratore (ISTI-CNR) and Barbara Leporini

(ISTI-CNR)

The aim of this study, which is currently underway, is to in-

vestigate how the haptic channel can be effectively ex-

ploited in a mobile app devoted to visually impaired users,

for the preliminary exploration of a complex indoor envi-

ronment, such as a shopping mall.

Navigation apps have proven to be effective assistive solutions
for persons with visual impairments, helping them achieve
better social inclusion and autonomy [1]. Navigation apps can
be used to get real-time information about users’ actual posi-
tion in a physical environment, route planning, and accessibil-
ity warnings. A mobile app can also be used to help users build
a cognitive map (i.e. a mental representation) of the spatial en-
vironment before physically accessing it. An effective cogni-
tive map allows a subject to localise and orient themselves in
the space in relation to the landmarks and elaborate a route to
reach a given point in the environment [2]. For a visually im-
paired person, this is particularly useful before physically ac-
cessing a complex, unknown or rarely visited environment [1].
The goal of our study is to investigate the potentialities of vi-
bration patterns to enhance the learning rate of a cognitive
map. Our idea is to adopt the haptic channel in order to pro-
vide not only spatial cognition and directional hints, but also
an overview of the functional areas of the environment, also
known as Points of Interest (POIs). Almost every public build-
ing nowadays provides visitors with aids for navigation (paper
maps, digital signage, websites or mobile apps); however
these aids are generally not accessible for visually impaired
users. In the following, we describe a mobile Android applica-
tion we designed and developed for testing purposes, with the
aid of two experienced visually impaired users.

The Test Application

Our test application provides users with a simple audio-vibra-
tion map. Seven functional categories were identified, which
are typical of a shopping mall, and each category was associ-
ated to a different vibration pattern. The map is composed of
two layers, one of which is invisible, and is responsible for the
haptic and audio rendering. The hidden layer is formed by a set
of coloured areas, each corresponding to a POI. RGB (red,
green, and blue) colour encoding was exploited to identify
each POI; predefined couples of red and green levels were as-
sociated with many functional categories in the building. The
blue component, on the other hand, was used to precisely iden-
tify each single POI. While the user explores the touchscreen
with their finger, the app checks the colour of the underlying
coordinates. Whenever a couple of red and green components
is detected, which corresponds to a POI category, the match-
ing vibration pattern is triggered, and if the user lifts their fin-
ger, the blue component will be considered to announce the
matching descriptive label through the TTS engine. Vibration
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