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With the help of the time-dependent density functional theory coupled to an implicit solvation

scheme (the polarisable continuum model), we have investigated the singlet-singlet Excitation
Energy Transfer (EET) process in a panel of large BODIPY-macrocycle dyads. We have first con-
sidered different strategies to compute the electronic coupling in a representative BODIPY-zinc
porphyrin assembly and, next evaluated the performances of the chosen computational proto-
col on several BODIPY-porphyrinoid molecular architectures for which the EET rate constants
have been experimentally measured. This step showed the robustness of our approach, that is
able to reproduce the magnitude of the measured rate constants in most cases. We have finally
applied the validated methodology on newly designed dyads combining a BODIPY unit and an
azacalixphyrin macrocycle, a recently synthesised porphyrin analogue that displays exceptional
optical properties. This work allowed us to propose new molecular architectures presenting im-
proved properties and also to highlight the interest of using the azacalixphyrin as building blocks
in molecular light-harvesting antennas.

1 Introduction medicine).! Among the specific features of these macrocycles,
Porphyrins are the most widely investigated tetrapyrrolic aro- porphyrins display attractive optical features that are of partic-
matic macrocycles due to their exceptional versatility that is il- ular interest for applications in, e.g., nonlinear optics,%3 ion
lustrated by their countless applications in many research fields sensing, *> photodynamic therapy,®’ and photovoltaics.5° Por-
(chemistry, physics, material science, engineering, biology and phyrins typically exhibit an intense Soret absorption band at ca.

400 nm and weaker Q-bands in the 600-700 nm region. To im-

prove their light-harvesting potential, the macrocycles can be cou-
“ Chimie Et Interdisciplinarité, Synthése, Analyse, Modélisation (CEISAM), UMR CNRS pled with fluorophores that present complementary absorption
no. 6230, BP 92208, Université de Nantes, 2, Rue de la Houssiniére, 44322 Nantes, spectra. In this context, BODIPYs are excellent candidates. In-

France. E-mail: Denis.Jacquemin@univ-nantes.fr . .
b Dipartimento di Chimica e Chimica Industriale, University of Pisa, Via Moruzzi 3, deed’ they typlcally Strongly absorb hght at 500-600 nm, a do-

56124 Pisa, Italy. E-mail: Benedetta. Mennucci@unipi. it main in which porphyrins do not absorb. In addition, BODIPYs
¢ Centre Inter-universitaire de Recherche et d’Ingénierie des Matériaux (CIRIMAT), UMR constitute one of the most efficient and versatile classes of fluo-
CNRS no. 5085, Université Paul Sabatier, 118, route de Narbonne, 31062 Toulouse, rophores, presenting exceptional chemical stability and extremely
France.

PR _ large fluorescence quantum yields (up to 0.99).10-13
Institut Universitaire de France, 1 rue Descartes, F-75231 Paris Cedex 05, France.

T Electronic Supplementary Information (ESI) available: Definition of the fragments In this framework, molecular hght-harvestmg antennas
in 1; Comparison between excitations computed with PBEO and LC-wPBE in dyads coupling a porphyrin to a boron-dipyrromethene (BODIPY)
1-12; Functional and atomic basis set benchmarks; Rotational analysis in 1; Ori- fluorophore have been designed so that singlet-singlet excitation
entation of the meso phenyl of the ZnP moiety in 1; Fragmentations used in Table energy transfer (EET) can occur. 14-16 The BODIPY generally

6 for dyads 2-11; Fragment definition in dyad 2; Fragment definition in dyad 3; " d it absorbs at high h th
Evaluation of the experimental EET rate constant in 4; Fragment definition in dyad acts as energy donor, as it absorbs at higher energy than the

4; Fragment definition in dyad 5; Additional EET data in 6-x dyads; Fragment def- porphyrins’ Q-bands, and transfers it singlet state energy to the

inition in dyad 8; Fragment definition in dyad 9; Fragment definition in dyad 10; macrocycle moiety. However, the energy-level of BODIPYs can be

Fragment definition in dyad 11; Spectroscopic informations about the BODIPYs used easily tuned, and using the strongly red-shifted aza-BODIPYs. for
tl bl

in the design Section; Fragment definition in ACP-BODIPY dyads; Comparisons be- instance. enables to obtain a reverse energv transfer. ie.. from
tween 12 and 12-Me: structures and EET couplings; Rotational analysis in dyad 12; ’ 8y >

Additional EET data for 12-21; EET coupling in dyad 12-asym and 15-sym; Effect the porphyrin to the BODIPY. As illustrated in Figure 1, several
of the solvent change on the EET in dyad 5 See DOI: 10.1039/b000000x/ studies have characterised the EET process in molecular assem-

Journal Name, [year], [vol.], 1-17 |1



NMe;

Fig. 1 Representation of the experimental dyads 1,17 2,18 3,19 4,20 5 21
6-a,22 6-b, 2% 7,2* 8,25 9,27 1058 and 1156 investigated herein.

blies coupling a BODIPY with different macrocyclic systems,
e.g., free-base or metalated porphyrin!7-47 phthalocyanine, 48-55
subphthalocyanine, 5660 corrole,1-63, chlorin,®* chlorophyll, ®°
hydroporphyrin®® and hexaphyrin. %7

In the present contribution, we investigate EET in BODIPY-
macrocycle molecular assemblies using Time-Dependent Density
Functional Theory (TD-DFT) coupled to a refined implicit sol-
vation model, namely, the Polarisable Continuum Model (PCM)
to account for environmental effects.® There are several meth-
ods to compute the electronic coupling starting either from the
excitation calculation on the full system, e.g., using the Frag-
ment Excitation Difference (FED) method’® or from the sepa-
rated chromophoric units, an approach that we shall name “di-
rect coupling”.”! While the direct coupling approach computes
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the electronic coupling from the transition densities of the non-
interacting moieties, FED is a diabatisation scheme that recovers
the electronic coupling by expressing the electronic Hamiltonian
in a basis of excitation-localised states. In a first stage, we assess
the methodology to compute the electronic coupling using dyad 1
(see Figure 1). Indeed, we compare the results obtained with FED
and direct coupling and, for the latter, we evaluate the impact of
the fragment definition, the exchange-correlation functional, and
the atomic basis set, as well as the influence of the conformational
freedom. Next, we estimate the accuracy of the chosen compu-
tational protocol by comparing the theoretical and experimental
EET rate constants in the twelve BODIPY-porphyrinoid dyads dis-
played in Figure 1. Finally, we use the selected protocol to design
new molecular architectures with large EET coupling between a
BODIPY fluorophore and the recently synthesised aza-analogue to
porphyrin, namely the azacalixphyrin (ACP).7%73 Indeed, ACPs
present remarkable optical properties with two distinct and in-
tense absorption bands in the visible (sharp band peaking at ca.
650 nm) and near-infrared (broad band between 750 and 1000
nm) domains and they therefore stand as valuable building blocks
to construct light-harvesting antennas. 7273

The paper is organised as follows. In the next Section, we
briefly explain the methods used to model EET and the compu-
tational protocol. In Section 3, we first present a detailed study
of the EET in dyad 1 (see Figure 1), comparing the coupling ob-
tained with different strategies. Next, we compute the EET in
twelve dyads for which the EET rate constants have been exper-
imentally measured in order to assess the accuracy the chosen
computational protocol. Finally, we investigate EET in ten newly
designed BODIPY-azacalixphyrin dyads in order to propose new
molecular dyads presenting more efficient EET processes.

2 Methods and computational strategy

In this Section, we briefly describe the two methods used to com-
pute the electronic coupling, namely direct coupling and the Frag-
mentation Excitation Difference (FED) schemes and we detail our
computational protocol.

2.1 Methods

In this work, we mostly assume that the electronic coupling
is weak, an assumption supported by the fact that the absorp-
tion spectrum of the vast majority of the considered molecules
is roughly the sum of the absorption of the constitutive chro-
mophores, i.e., the BODIPY and the macrocycle. Within this limit,
the excitation energy transfer rate can be described by the Fermi
Golden rule,

2r
kggr = ?|VDA‘2J7 €Y)

where Vp, is the electronic coupling between the excited state
of the donor (D) and the acceptor (A), J is the spectral overlap,
i.e., the overlap integral between the normalised absorption and
emission spectra of A and D (A4 (V) and Fp(¥)), respectively: 7476
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In principle, it would be possible to directly compute the line-
shapes A4 (V) and Fp (V). However, a purely computational ap-
proach would require a very good accuracy on the excitation en-
ergies of both A and D, and an estimate for the broadening of the
spectrum, which is generally obtained by direct comparisons with
experimental spectra. The same accuracy in the spectral overlap
can be obtained by directly using experimental spectra in Eq. (2),
therefore we used measured spectra to determine the spectral
overlap throughout this work.

2.1.1 Direct Coupling approach

Assuming a weak electronic coupling, the direct coupling ap-
proach consists in considering the D and A chromophores as sep-
arated entities. Within a first-order perturbation expansion, the
electronic coupling is composed of three terms: 7%71

" 1
Vor = [ (7)) dr
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The first term gives the Coulomb interaction (denoted as V!
in the following) between transition densities (p") of the donor
and the acceptor, which dominates the coupling for bright tran-
sitions.”” The second term corresponds to exchange-correlation
interactions between the transition density matrices of D and A
(denoted as V*©),78 g, being the exchange-correlation kernel of
the selected functional. The third contribution originates in the
overlap between the D and A transition densities (VoVIP), @y be-
ing the average resonance transition energy of the dyad. We note
that within this approach, we compute the short-range coupling
in addition to the Coulomb part of the coupling considered in the
standard Transition Density Cube method,”9-81 which allows to
assess the nature (Forster or Dexter) of the energy transfer mech-
anism.

In condensed phase, the interactions between the D and A moi-
eties are screened by the surrounding environment. Within the
Polarisable Continuum Model (PCM) framework, the solvent af-
fects the coupling: (i) implicitly, through the transition properties
of the fragments that are modified by the solvent polarisation;
and (ii) explicitly, through an additional solvent contribution, de-
noted as VPM | which is given by the interaction between the
transition density of the D and the solvent response to the transi-
tion of the A,

PCM _ i 1 "
14 7;</pD(r)|r*Sk|dr> q(sk’£W7pA)7 (4)

where ¢ is the solvent response induced by p¥, and mediated by
the optical dielectric permittivity, &. = n?, with n the refractive
index of the medium.

Therefore, the coupling used to compute the total rate constant
(V'Y is expressed as a sum of the above-mentioned contributions,
ie.,

Vtot — Vcoul + yxe + Vovlp + VPCM. (5)

In the macrocyclic molecules we considered, two quasi-
degenerate excited states (denoted S, and S,) are involved in the
electronic coupling. We thus define an effective coupling that
does not depend on any rotation of these states:

VWhole _ (V§S1)2 + (Vﬁ?t)Z. (6)

2.1.2 Fragment Excitation Difference scheme

Fragment Excitation Difference (FED) is a diabatisation scheme
based on an additional difference operator Ax, which allows to
recover excitation-localised states from the eigenstates of the elec-
tronic Hamiltonian, i.e., the adiabatic states of the entire DA sys-
tem. Within single-excitation methods, the matrix elements of
Ax can be written on the basis of the CI amplitudes li((:l> and the

molecular orbitals ¢(r) by defining the excitation density pX:7°

P () = L X gm0 1) + LY i 0a (a5 (1) ()

ij a i ab

Here, as usual, indices i, j and a,b indicate occupied and vir-
tual MOs, respectively, and m,n refer to two excited states. It is
straightforward to notice that the excitation density integrates to
one if m = n, and to zero otherwise. Then, the excitation differ-
ence Ax,,, between donor and acceptor is defined as:

M= [ pia(ear— [ pSiwar ®)
reD reA

This matrix is diagonal in the basis of localised states, hence its
eigenvectors define a transformation to the localised (diabatic)
basis.”%71 Its eigenvalues are 1 and —1 for D- and A-localised
states respectively. The electronic Hamiltonian, which in the adi-
abatic basis is simply the diagonal matrix of excitation energies,
can be transformed to the localised basis as well, and its off-
diagonal element H),, represents the electronic coupling between
states p and gq.

The FED method is usually detailed within a basis of two adi-
abatic states,’? where Ax and H are both 2-by-2 matrices. This
is valid if one assumes that the electronic eigenstates m and n
are the combination of two localised states only. However, one is
not guaranteed to find such states if several localised states are
close in energy and mix together. Moreover, charge transfer (CT)
states can mix with localised states in some cases. For the analo-
gous fragment charge difference scheme, Yang and Hsu devised a
multi-state generalisation to treat this problem, and to remove the
mixing between CT and locally excited states. 82 Here we outline
a similar strategy to generalise the FED method to N states.

We start by diagonalising the N x N Ax matrix, as UJ{AxUl =AY,
The diagonal matrix Ax’ contains values close, but not exactly
equal, to +1, due to the finite eigenstate basis. By applying a
threshold to the eigenvalues, we can separate the subspaces of
D- and A-localised states. States with eigenvalues larger than
0.5 are assigned to the D subspace, whereas states with eigen-
values smaller than -0.5 are assigned to the A subspace. Any state
with eigenvalue close to zero is removed from the calculation at
this point, thus excluding CT states from the diabatisation. In
each subspace, the Hamiltonian should be diagonal,®2 i.e., the
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localised states should be eigenstates of the fragment Hamilto-
nian. To apply this additional constraint, we block-diagonalise
the Hamiltonian within each subspace:

HA HAD gA I‘:IAD
Ul U,= | - ©)
2 (HDA Hp ) 2 (HDA ép
In the final Hamiltonian, the off-diagonal block H,p contains
the electronic couplings between each state of D and each state of

A, and &p 4 are diagonal matrices of the localised states’ energies.
The last transformation Uy, is block diagonal and does not mix the

D- and A- subspaces:
Us O
U, = 10
2 ( 0 UD) (10)

2.2 Computational details

All the calculations have been performed with a modified version
of the Gaussian09 code.83 All ground-state minima have been
fully optimised using the PBE08* exchange-correlation functional
(XCF) adding the D3 version of Grimme’s dispersion approach
with Becke-Johnson damping (D3B%)85 in combination with the
6-31G(d) atomic basis set for all atoms but for the Sn atom that
is described with the LANL2DZ effective core potential and its
corresponding basis set.86-88 For dyad 3, we have also performed
an optimisation using the D3 version of Grimme’s dispersion (D3
damping).8® Relaxed scans have been performed for dyads 1-
12 by varying the dihedral angle between the BODIPY and the
bridge by 30° increments. In other words, the structures consid-
ered in the rotational analysis have been re-optimised freezing
the dihedral angle between the BODIPY and the bridge.

The TD-DFT transition energies, densities, and EET couplings
have been computed at the PBE034 level of theory with the 6-
31+G(d) atomic basis set except when noted. These choices
of functional and atomic basis set are justified in Section 3.1.4
in which we compare the PBEQ/6-31+G(d) results with others
obtained with: (i) different XCF (pure generalized gradient ap-
proximation (GGA) functional, namely PBE, %01 the M06-L meta-
GGA, *? as well as the B3LYP, ?3 M06-2X** CAM-B3LYP®® and LC-
®PBE®® hybrids) and a reference wavefunction method, namely
Equation-Of-Motion Coupled-Cluster Single and Doubles (EOM-
CCSD); (ii) more extended atomic basis sets [6-311+G(d) and 6-
311+G(2d,p)]. As the direct coupling calculations require to di-
vide the molecule into fragments and hence to cut covalent bonds,
we capped the free valence of each unit with one hydrogen atom
as in Refs. 97 and 98. For dyads 1-12, we have also computed
the TD-DFT transition energies using the LC-wPBE functional %
to investigate possible charge-transfer (CT) excited states.

In order to assess the effect of mutual polarisation between
the donor and the acceptor, we use polarisable QM/MM calcu-
lations (QM/MMPol), in which the excited state calculation on
each fragment is performed in the presence of point charges and
isotropic polarisabilities placed on the coordinates of the atoms of
the other fragment.® The polarisability values were taken from
the literature, 190 and the charges were determined by fitting the
electrostatic potential consistently with the self-polarisation. 101
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Calculations of FED couplings have been performed on top of
the excited state calculation of the entire molecule, that is, with-
out cutting covalent bonds. The integrals in Eq. (8) were evalu-
ated using Léwdin population analysis 192 of p®*, instead of the
Mulliken population used in Ref. 70. We assessed the conver-
gence of the obtained couplings with respect to the number of
excited states included in the FED diabatisation, and the robust-
ness with respect to the definition of D and A fragments.

The solvent [chlorobenzene for 1, o-dichlorobenzene for 2,
toluene for 3, 5, 6-a and 9, tetrahydrofuran for 4, 8 and 10,
benzonitrile for 6-b and 7, dichloromethane for 11 and dimethyl-
sulfoxide (DMSO) for 12-21], effects have been introduced using
the linear-response (LR) formalism 93 of the PCM approach.®®
We underline that the PCM cavity is always the same, that is, it
encompasses the whole molecule, regardless of the type of cal-
culation, optimisation or EET coupling, a statement that holds
for the QM/MMPol calculation as well. The spectral overlap for
known species have been determined from the measured absorp-
tion (acceptor) and emission (donor) spectra normalised on the
energy scale to unit area. For determining the spectral overlap
in Section 3.3, we selected the experimental emission spectrum
of the BODIPY chromophore taken in Ref. 20 and shifted it on
the energy scale according to the maximal emission wavelength
of each tested fluorophores.

3 Results and discussion

First, we present a detailed study of the EET in dyad 1, in or-
der to compare the different theoretical approaches that can be
used to compute the electronic coupling. Then, we estimate the
accuracy of the chosen computational protocol by comparing the
theoretical and experimental EET rate constants for a set of 12
BODIPY-porphyrin derivative dyads. Finally, we turn our atten-
tion toward new molecular dyads combining a BODIPY unit to an
azacalixphyrin macrocycle.

3.1 Methodology to compute the EET coupling in dyad 1

In this Section, we study dyad 1 with a focus on the effects of: (i)
the definition of the fragment and the role of the bridge; (ii) the
chosen computational protocol in terms of exchange-correlation
functional, atomic basis set, as well as the approach used to com-
pute the couplings (direct coupling vs. FED calculations); and
(iii) the relative orientation of the two moieties.

3.1.1 Fragment definition

Let us first focus on the choice of the fragment and the role of
the bridge. The definition of the D and A fragments may impact
the electronic excitations and hence the calculated EET rate. In
Table 1, we compare the influence of the size of the fragments on
the TD-DFT spectral properties as well as on the electronic cou-
pling. We have chosen several fragments by cutting the optimised
geometry of 1 at different places (see Figure S1 in the ESIT).

For the D part, that is, the BODIPY moiety, even though the
phenyl ring at the meso position presents a quasi perpendicular
orientation (dihedral angle of 88° between this phenyl and the
core of the fluorophore), the inclusion of this ring slightly im-
pacts the excitation energy and oscillator strength of the BOD-



Table 1 Calculated transition energies (AE™: in eV) and oscillator strengths (f) of the excited states of the two chromophores involved in the electronic

abs

coupling in 1 for different fragmentation schemes (see Figure S1 in the ESI). The total coupling (VW!e in cm~!) is also given. The different contributions

to the total couplings can be found in Table S1 in the ESI+.

Donor ( BODIPY) Acceptor (ZnP) Coupling

Fragment ES AEM. f Fragment ES AE". f y Whole

MO BODIPY S 2.83 0.683 | ZnP S 232 0.062 2.2
S, 234 0.020

M1 BODIPY-Ph S 289 0.652 | ZnP-Ph S 229 0.128 3.9
S, 230 0.034

MC1 | BODIPY-Ph S 2.89 0.652 | ZnP-Ph-C=C Sy 228 0.159 3.4
S, 230 0.030

MC2 | BODIPY-Ph-C=C S; 288 0.649 | ZnP-Ph Sy 229 0.128 3.9
S, 230 0.034

MC3 | BODIPY-Ph-C=C-Ph S; 2.88 0.646 | ZnP S 232 0.062 2.4
S, 234 0.020

MC4 | BODIPY S 2.83 0.683 | ZnP-Ph-C=C-Ph S; 227 0.209 3.6
S, 230 0.032

IPY band. Indeed, when comparing MO and MC4 with respect to
the other fragmentation schemes, i.e., when excluding the meso
phenyl ring from the BODIPY fragment, the transition energies
(oscillator strength) are smaller by ca. 0.05-0.06 eV (larger, by
ca. 0.03). Therefore, this phenyl should be included into the D
fragment to attain reliable results. We note that a further exten-
sion of the donor fragment beyond this meso phenyl ring (such as
in MC2 and MC3) leads to trifling changes in the optical proper-
ties of the BODIPY moiety. This conclusion is consistent with our
previous work focused on BODIPY dyads and triads. ?8

For the A fragment, that is, the zinc porphyrin (ZnP) moiety, we
observe that the transition energies of the two first excited states
are slightly affected by the size of the fragment (from 2.32/2.34
eV in MO or MC3 to 2.27/2.30 €V in MC4 for S;/S, excited
states). However, the oscillator strengths are more impacted, es-
pecially for the first excited state with an increase from 0.06 in
MO to 0.16 and 0.21, in MC1 and MC4, respectively. The frag-
mentation scheme MC1 therefore stands as the best compromise
to model EET in this dyad and will be used in the following of this
Section. As can be seen in Table 1, the fragmentation impacts the
EET couplings (the values ranging from 2.2 cm~! for MO to 3.9
cm~! for M1).

Finally, we performed an additional EET calculation using
QM/MMpol to account for the mutual polarisation of the two
fragments. Using the M1 fragment definition, we obtained a total
coupling of 3.5 cm~!, only slightly lower than the M1 coupling
computed without MMPol, showing that mutual polarisation of
the fragments has a marginal impact on the coupling values.

3.1.2 Excitation on the entire dyad

To corroborate the conclusions of Section 3.1.1, we studied and
characterised the excited states of the full dyad. The transition
energies, oscillator strengths and molecular orbital (MO) compo-
sitions of the first four transitions are listed in Table 2 and the key
MOs are displayed in Figure 2. Notably, the excitation energies
and oscillator strengths computed with the various fragmentation
schemes (Table 1) are close to the results obtained on the entire
dyad when extending the fragments, supporting the fragmenta-

tion of the dyad.

Table 2 Transition energy (AE®: in eV), oscillator strength (f) and molec-

abs

ular orbital (MO) composition of the first four excited states in 1.

State AE;}}‘J'S f MO composition (CI coefficient)

Sy 2.27 0.223 HOMO—LUMO+1 (0.584)
HOMO-1—LUMO+2 (0.383)

S, 2.30 0.030 HOMO—LUMO+2 (0.553)
HOMO-1—LUMO+1 (0.430)

S§ 2.68 0.002 HOMO—LUMO (0.696)

Sy 2.88 0.584 HOMO-2—LUMO (0.698)

9 Note that this state corresponds to a spurious (non-physical) charge
transfer between the two units

The MOs involved in the first two quasi-degenerated states (the
Q-bands of ZnP) are localised on the macrocycle moiety. Consis-
tent with the fragmentation analysis, the HOMO and LUMO+1
orbitals are partially delocalised on the meso phenyl ring of the
ZnP and we can also observe a very small delocalisation on the
ethynyl bridge. The S, excited state clearly corresponds to the ex-
citation of the BODIPY unit as the MOs involved in this electronic
transition are exclusively localised on this fluorophore. Notably,
a small fraction of the electronic density is localised on the per-
pendicular meso phenyl and no density appears on the bridge.
This analysis therefore further supports the adequacy of the MC1
fragmentation scheme for computing EET coupling in dyad 1.

Notably, a low-lying CT state appears in the PBEO calculation
between the local porphyrin and BODIPY transitions. The pres-
ence of a CT state between the donor and the acceptor states
could in principle influence the EET dynamics. %4 However, TD-
DFT relying on standard hybrid functional with low exact ex-
change is known to yield to unphysical (spurious) CT states due to
the self-interaction error. 105196 In order to check if this CT state
in dyad 1 is physical or due to the limits of the selected func-
tional that is suited for the local states (see above), we repeated
the excited state calculation using the LC-wPBE functional, which
is a long-range corrected version of PBE, and is able to provide
accurate CT state energies at large electron-hole separations. The
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Fig. 2 Molecular orbitals (isovalue = 0.02 a.u.) involved in the first four
electronic transitions of 1.

results are reported in Table S2 in the ESIT and no CT states are
found within the first excited states with the LC-@PBE functional,
indicating that the CT state in Table 2 is spurious and should not
be considered in the calculation of EET, which is what we have
actually done.

3.1.3 Direct Coupling vs. FED approach

As we computed the excitation over the whole dyad, we can also
compare, for the different fragmentation schemes, the results of
the direct coupling approach (see Table 1) with those of the FED
method displayed in Figure 3. Using the “standard” 2-state FED
approach we find a coupling of ca. 6.5 cm~! regardless of the
fragment definition, that is, surprisingly, twice the value obtained
using the direct coupling calculations (see Table 1). However, af-
ter introducing more states in the FED diabatisation (as outlined
in Section 2.1.2), the coupling converges to a lower value (ca. 3.5
cm 1), irrespective of the fragment definition. This value is very
close to the one calculated using the direct coupling approach
(3.4 cm~! for the MC1 fragmentation).

The discrepancy between the 2-state and multi-state FED ap-
proaches originates in the mixing of the BODIPY state with multi-
ple states of the ZnP. In contrast, the 2-state FED scheme assumes
that the adiabatic states are the combination of only two localised
states, which is not the case in this system. The Q states are not
the only states of ZnP that are mixed with the BODIPY state; in
fact, when state S; is added to the diabatisation, the coupling
drops to its final value. Notably, S; is localised on the ZnP and has
the same orbital composition as S; /. In the cases where multiple
donor/acceptor states are mixed in the dyad, the assumptions of
the 2-state FED break down, but the multi-state FED can correctly
recover the value of the electronic coupling.

As both the multi-state FED and direct coupling approaches es-
sentially lead to the same result, we chose to adopt the latter in
the following of this study. Indeed, it presents a smaller computa-
tional cost compared to FED as the calculation of the excitations
of the entire dyad is not required in direct coupling calculations.
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2-state FED

Effective Coupling (cm'1)

Number N of excited states included

Fig. 3 Absolute total coupling (VW' in cm~!) using the multi-state FED
approach with different fragmentation schemes (see Figure S1 in the
ESI) as a function of the number of excited states N included in the
diabatisation. The points with N = 2 correspond to the standard 2-state
FED detailed in Ref. 70.

3.1.4 Influence of the atomic basis set and exchange-
correlation functional

To assess the quality of description of the transition densities of
both fragments, we have performed direct coupling calculations
varying the underlying DFT parameters (functional and basis set)
starting from the geometry optimised at the PBE0-D3B'/6-31G(d)
level of theory.

Let us first consider the impact of the chosen exchange-
correlation functional on the EET results. In Table 3, we report
the transition energies and oscillator strengths of both D and A
fragments, as well as the EET total coupling obtained with dif-
ferent exchange-correlation functionals (XCF). We notice that the
coupling value is affected by the XCF, the value decreasing fol-
lowing the order: pure GGA > meta-GGA > hybrid functionals.
Among the hybrid functionals, the coupling decreases when in-
creasing the percentage of exact exchange included in the func-
tional (from 3.7 cm~! with B3LYP to 0.8 cm™~! with LC-wPBE). In
addition, we note that the oscillator strength of the first excited
state of the BODIPY varies from 0.528 to 0.691 when changing
the functional, and that a significant change is also observed for
the porphyrin (from f=0.636/0.043 with PBE to f=0.029/0.006
with LC-wPBE for the S;/S, excited states).

This outcome hints that the XCF should be carefully chosen to
obtain reliable results. Concerning the ZnP, it is well-recognised
that PBEO is well suited to model the excited state properties, as
several studies successfully applied this functional to describe the
spectroscopic properties of various porphyrin derivatives. 107-110
However, for the BODIPY unit, it is crucial to assess if the tran-
sition density is sufficiently well described with the PBEO func-
tional, as it is known that BODIPY’s optical properties are not
always well modelled with TD-DFT.!!! We have therefore per-
formed an additional EET calculation considering the coupling
between the transition densities of the porphyrin moiety obtained



Table 3 Calculated transition energies (AE®:

abs

in eV) and oscillator strengths (f) of the excited states of the donor and acceptor fragments (using the

MCH1 definition, see Figure S1 in the ESI') involved in the electronic coupling in 1 for different functionals. In parenthesis, the percentage of exact
exchange (X) is given. The total coupling (V¥e in cm~!) is listed in the rightmost column. The different contributions to the coupling can be found in

Table S4 in the ESI+.

Method BODIPY ZnP Coupling
AE®: f AE® f Y Whole

PBE (X=0 %) 2.82 0.528 2.01 0.636 4.8
2.11  0.043

MO6-L (X=0 %) 294 0.639 2.13 0.311 4.4
2.19 0.038

B3LYP (X=20 %) 2.86 0.635 2.24  0.179 3.7
2.26  0.032

PBEO (X=25 %) 2.89  0.652 2.28 0.159 3.4
2.30 0.030

MO06-2X (X =54 %) 2.83  0.665 2.31 0.081 1.6
232  0.017

CAM-B3LYP (X =19-65 %) 2.84 0.678 2.23  0.067 1.2
2.24 0.014

LC-wPBE (X=0-100 %) 2.79  0.691 2.03  0.029 0.8
2.03 0.006

EOM-CCSD (BODIPY) - PBEO (ZnP) 2.84 0.561 2.28 0.159 3.1
2.30 0.030

with the PBEO functional and the transition density of the BOD-
IPY part determined at the EOM-CCSD level. Indeed, using this
wavefunction method for the BODIPY part enables to avoid any
XCF-dependency as well as to account for the impact of double
excitations that may be non-negligible in these fluorophores. 111
The total coupling obtained with this mixed approach (bottom
of Table 3) is 3.1 cm ™!, very close to the 3.4 cm~! value deter-
mined using PBEO for all fragments. As the computational cost
of EOM-CCSD is considerably larger than that of TD-DFT, we sys-
tematically compute the EET coupling using the PBEO functional
in the following.

Let us now consider the effect of the atomic basis set. In Ta-
ble 4, we report the excitation energies and oscillator strengths of
both the D and A fragments and the total EET coupling computed
with different bases. Only limited variations of these parame-
ters are observed when extending the basis set to 6-311+G(d)
or 6-311+G(2d,p) which therefore validates the use of the more
compact 6-31+G(d) atomic basis set.

Table 4 Calculated PBEO transition energies (AEY%: in eV) and oscillator
strengths (f) of the excited states of the donor and acceptor fragments
(using the MC1 definition, see Figure S1 in the ESIT) involved in the elec-
tronic coupling in 1 for different atomic basis sets. The total coupling
(vWhole in cm~1) is also given. The different contributions to the coupling
can be found in Table S4 in the ESI.

BODIPY ZnP Coupling
Atomic basis Set | AE®- f AEM- f y Whole
6-31+G(d) 2.89  0.652 0.28 0.159 3.4
2.30 0.030
6-311+G(d) 2.87 0.655 2.27 0.147 3.1
229 0.026
6-311+G(2d,p) 2.86 0.654 226 0.143 3.0
2.28 0.024

3.1.5 Rotational analysis

Up to now, we computed the coupling considering the optimal ge-
ometry only. The experiments are generally performed at 298 K,
and the relative orientation of the different units of the molecule

can potentially change. We have therefore assessed the impact of
the rotation on the coupling. In this framework, starting with the
optimised structure of 1, we increased, by increments of 30°, the
¥ angle, that corresponds to the dihedral angle between the two
meso phenyl linked by the ethynyl bridge (see Figure S2 in the
ESI"). In Figure 4, we show the evolution of the total electronic
coupling and of the angle between the planes of the two A and
D moieties, ® (see Figure S2), upon rotation of angle ¥. The
values of the angles and the total couplings as well as the relative
energies of the rotamers can be found in Table S5 in the ESI.{ Un-
surprisingly, the maximum (minimum) coupling value is obtained
when the planes containing the core of the ZnP and BODIPY are
almost collinear (perpendicular), i.e., when @ is close to 0° (90°).
We note that all rotamers present a coupling value between 1.8
and 3.8 cm~! except for the unfavourable perpendicular orien-
tation (®=82°) for which VWhole i5 as small as 0.8 cm~!. Based
on the electronic energy, the rotational barrier is ca. 1 kcal/mol,
indicating a free rotation of the units around the bridge at room
temperature. The average total coupling, that accounts for the to-
tal coupling of each rotamers weighted by their Boltzmann pop-
ulation coefficient, is 2.9 cm~!, a value that is close to the total
coupling obtained for the fully-optimised compound. In the fol-
lowing, the impact of rotational averaging is considered for sev-
eral systems (vide infra).

We have also performed EET calculations considering different
orientations for the meso phenyl rings of the ZnP moiety and no
impact on the EET coupling could be evidenced (see Section S5
in the ESI").

3.2 Comparison with experimental EET rates in dyads 1-11

In this Section, we compare the theoretical and experimental EET
rate constant for a set of 12 BODIPY-porphyrin derivative dyads
displayed in Figure 1. This set contains 10 BODIPY-porphyrin
dyads, namely 1-9 as well as two other dyads in which the BOD-
IPY is linked to a phthalocyanine (10) or a subphthalocyanine
(11) macrocycle. We note that for all these dyads, we computed
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Fig. 4 Variation of the electronic coupling (VW"!¢ in cm~!, blue line) and
of the angle @ (angle between the plane of the BODIPY and the ZnP
moieties) as a function of the increment on the dihedral angle (¥) in 1.
The angles are given in degrees and are represented in Figure S2 in the
ESI'. The different contributions to the coupling are listed in Table S5 in
the ESly.

the excitations using both the PBEO and LC-@PBE functionals (see
Table S2 in the ESI') and, similarly to the observation made for
dyad 1, all the spurious CT states between the first excited states
of the BODIPY and macrocycle disappear when using the long-
range corrected functional. Two borderline cases are nevertheless
found for dyads 6-a and 7 for which some LUMOs are delocalised
on both the porphyrin and the BODIPY part of the molecule: there
is no CT but a more coupled situation.

To compute the electronic couplings and rate constants using
the “direct coupling” approach, we defined the D and A fragments
according to the observations in Section 3.1, i.e., when possi-
ble, the BODIPY fragment contains its meso phenyl ring whereas
the bridge is included in the fragment of the porphyrin moiety
(see Figure S4 in the ESIT). The interested reader can find com-
parisons of the EET data calculated with different fragmentation
schemes for each dyad in the ESI'. For all dyads, we have not
only computed the EET on the fully-optimised structures but we
have also accounted for the impact of rotational freedom. For
each structures, we optimised several rotamers, freezing the di-
hedral angle between the bridge and the BODIPY unit (these an-
gles are displayed in Figure S4 in the ESI"). In Table 5 , we report
the excitation energies and oscillator strengths of both fragments
as well as the total coupling and EET rate constant computed
either on the fully-optimised structure or obtained from a Boltz-
mann averaging over the considered rotamers. We note that when
several dihedral angles have been considered, we only show the
results for the rotation presenting the smallest energetic barrier.
Looking at the impact of the rotation, one notices that the same
order of magnitude is obtained between the rate computed on
the optimised geometry or from the rotational averaging except
for dyads 4, 9 and 10. For these dyads, the larger value for the
rotationally-averaged EET rate originates from the fact that the
fully-optimised structures (@=0°) do not present the “ideal” ori-
entation between the two units and that the rotational barrier
is small (below 2.6 kcal/mol). In the following, we discuss the
Boltzmann EET results only, except when noted.

8| Journal Name, [year], [vol.],1-17

For 8 dyads, namely 2, 4, 5, 6-b, 8, 9, 10 and 11, theory pro-
vides EET rate constants that are in good agreement with the
measurements with a linear correlation coefficient R of 0.772 (the
result for dyad 11 has been excluded because Ref. 56 provides a
lower limit to the rate constant only). We underline that in 5 and
11, the energy transfer occurs from the macrocycle to the BOD-
IPY moiety, a EET direction in agreement with our calculations,
as the first excited state of the BODIPY unit is calculated below
the Q-bands of the porphyrinoid moieties.

Let us now discuss the cases in which the calculated EET rate
constants do not seem to fit their experimental counterparts. For
dyad 1, theory underestimates the EET rate constant by one or-
der of magnitude. Such underestimation is unexpected, given
that the calculated coupling value is very robust with respect to
the method used. As seen in Section 3.1, the FED scheme gives
virtually the same coupling as the direct approach, which points
to negligible through-bond effects. Furthermore, a high-level de-
scription of the BODIPY transition does not change the picture,
therefore DFT can be excluded as a source of (major) error in
our description. If, on the other hand, the DFT functional had
a systematic error in the porphyrin moiety, we would underesti-
mate also every other coupling in dyads involving a porphyrin. As
a matter of fact, the Fermi Golden Rule in Eq. (1) assumes that
the coupling does not depend on nuclear coordinates. However,
we showed in Figure 4 that the coupling depends on bridge co-
ordinates. If coupling fluctuations are larger than the coupling
at equilibrium, the Condon approximation breaks, and Eq. (1) is
not valid anymore. 112 Even though dyad 10 contains the same
bridge as dyad 1, the coupling in 10 is much larger, so that the
same coupling fluctuations would be unimportant in determining
the rate.

For dyad 3, as proposed in the experimental paper, 12 we mod-
elled the two extreme configurations: a “linear" conformation, 31,
and a folded one, 3f, displayed in Figures 5a and 5b, respectively.
Comparing the electronic energies of both conformers with the
PBE0-D3B7/6-31G(d) scheme, it appears that the folded struc-
ture, 3f, is more stable (by 10 kcal.mol~!). Unsurprisingly, the
EET rate constant computed for the least stable 31 conformer is
not fitting experiment (theory underestimates the rate by one or-
der of magnitude). However, in the most stable 3f conformer,
the computed EET rate constant is overestimated by one order of
magnitude compared to the measurements. As one sees in Figure
5b, the two moieties are extremely close and we have therefore
chosen to estimate the role of the geometry on the coupling using
a different empirical dispersion model to optimise the structure,
namely the D3 model (the structure is displayed in Figure 5c).
We used the same starting geometry as the one used for the op-
timisation with PBEO-D3B!. Depending on the dispersion correc-
tion, D3 or D3B’, we obtain a quite different distance between the
two chromophores, that is, 5.3 A versus 8.7 A separation between
the Zn atom of the porphyrin and the central meso carbon of the
BODIPY when using the D3 and D3P’ model, respectively. This
structural modification is reflected on the coupling, that has been
computed on the optimised structure, which is more than tripled
when 3f is optimized with the D3 dispersion correction instead
of D3BY (yWhole—g(. 1 ecm~!. The EET rate constant is thus one



Table 5 Calculated transition energies (AE™ in eV) and oscillator strengths (f) of the excited states of the BODIPY and macrocyclic moieties involved

abs

in the electronic coupling in dyads 1-11 (see Figure 1). The theoretical total coupling (V™" in cm~!) and EET rate constant (k™ in s~!) are also
given. We compared both the EET results obtained on the fully-optimised geometry with the Boltzmann averaging following a rotational analysis. The
fragmentation scheme and rotated dihedral angles are displayed in Figure S4, the different contributions to the coupling obtained on the fully-optimised
geometry are given in Table S6 and the angles, total couplings and relative electronic energy of the rotamers are given in Table S7 in the ESI'.

BODIPY Macrocycle EET data
Dyad fragment fragment Optimised geometry Boltzmann averaging Exp.
Angbs f AEtg}_]bs f y Whole kth- VWhOle < kth- kexp- Ref.
1 2.80 0.652 | 2.28 0.159 3.4 3.3x10° 2.9 2.4x10° 3.1x10Y 17
2.30  0.030
2 2.88 0.652 | 2.28 0.080 5.4 8.4x10° 5.3 7.9x10° 1.2x109 18
2.30 0.052
31° 2.88 0.650 | 2.31 0.064 2.9 2.4x10° 3.1 2.8x10° 2.2x10'9 19
2.31  0.036
3f° 2.85 0.610 | 2.31 0.057 | 25.1 1.7x10M1 21.6 1.3x10!1!  2.2x100 19
2.31  0.040
4 291 0.627 | 230 0.061 2.9 2.4x10° 4.0 4.7x10° 8.5x10%* 20
2.31 0.037
5 1.97 0.865 | 2.31 0.047 | 39.0 4.3x10!! 42.9 52x10'!  6.6x10!! 21
232 0.027
6-a 2.86 0.564 | 2.31 0.050 8.2 2.5x1010 10.1 3.9x101% 1.0x102 22
2.31  0.046
6-b 2.86 0.574 | 2.29 0.064 | 11.8 5.3x1010 13.7 7.2x100  1.4x10'! 23
2.29  0.056
7 290 0.625 | 2.36 0.038 | 188.9 1.0x10'3 186.9  9.9x10'2 1.2x10!!' 24
2.36  0.004
8 291 0618 | 2.31 0.035 | 17.2 5.4x1010 16.8 52x10% 45%x10° 25
2.31  0.043
9 2.80 0.644 | 2.24 0.065 | 48.0 3.3x10!! 72.1 7.3x101  2.9x10!! 27
2.25  0.055
10 291 0622 | 198 0.725 | 11.7 2.1x10° 25.1 9.6x10° 5.9x100 68
2.02 0.622
11 1.82 1.125 | 2.43 0.427 | 19.1 3.6x1010 18.9 3.6x1010 >2x100 56
2.44  0.440

¢ corresponds to the least stable conformer of 3
° correspond to the most stable conformer of 3

* estimated experimental EET rate constant using the EET efficiency and the lifetime of the donor (details in Section S9 in the ESIT)

< corresponds to \/ pi(VWhole)2 jiy. b, (VWhole)2] ', being the Boltzmann population coefficient for each rotamer i

order of magnitude larger (k' =1.8x10'2 s~!). In this dyad, the
EET rate is therefore very sensitive to the details of the compu-
tational protocol. Moreover, given the bridge flexibility, a variety
of conformations can be expected in solution, between the folded
and the linear structures of Figure 5. Each of these conforma-
tions would present a different EET rate, possibly faster than the
experimental instrument pulse width. 1° In short, a more dynami-
cal description would be required to accurately model the EET in
dyad 3.

For dyad 6-a, theory is underestimating by two orders of mag-
nitude the EET rate reported in Ref. 22 (k"=3.9x10'0 s~! vs.
keXP-=1.0x10!2 s~1). We note that additional EET calculations
using different fragmentation schemes on the optimised struc-
ture have been performed and theory systematically underesti-
mates the experimental rate for that system (with k" values rang-
ing from 3.0x10% s~! to 2.5x10'0 57!, see Section S12 in the
ESI"). Surprisingly, the experimental EET rate constant for 6-b
(1.4x10'"" s71) is one order of magnitude lower than the one

measured in 6-a, which has the same core (the only change be-
tween the two structures is the substitution pattern on the meso
phenyl ring of the BODIPY). When comparing the results in both
dyads taken in similar conditions (optimisation and EET calcula-
tion performed in the same solvent), we obtained a similar cou-
pling value which evidences a limited impact of the substitution
on the EET coupling (see Section S$12 in the ESI). This therefore
hints that the experimentally reported value for 6-a is probably
coming from the stronger coupling than in 6-b, consistently with
the delocalised nature of the LUMO in 6-a. In the case of 6-b, the-
ory provides a good agreement with experiment with a calculated
EET rate constant of 7.2x10!0 s=!, It should be noted that in Ref.
23 the measured dynamics was biexponential, with a contribu-
tion of charge separation. Charge-transfer states were excluded
in the analysis of Ref. 22, even though the reported EET efficiency
(50%) is in contradiction with a picosecond EET rate. Clearly, the
dynamics and coupling in molecule 6-a are more complicated,
possibly involving charge-transfer configurations, and cannot be
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Fig. 5 Structure of the two key conformers of 3: (a) the “linear” conforma-
tion, 31 determined at the PBE0-D3®’ level; (b) the folded conformation,
3f optimized at the PBE0-D3®’ level (c) 3f optimized at the PBE0-D3
level. The total couplings (VVh¢) computed on the optimised geometry
using the MC1 fragmentation scheme (see Figure S6 in the ESI™) for the
three structures have also been reported.

described as a single EET event. This discrepancy highlights the
need of a global analysis of transient spectra, in order to reliably
identify the species involved in the excited state dynamics of such
dyads.

For dyad 7, we computed a very large total coupling well above
the experimental EET rate constant. This is actually not surpris-
ing, given that the computed coupling (almost 200 cm™!) is too
large for the assumptions of Eq. (1)74 and as the orbital analy-
sis showed strong coupling. The large coupling between the two
moieties delocalises the excitation, which is reflected in the ex-
perimental absorption spectra.24 In this coupling regime, the ex-
cited state dynamics should be described by more complex exci-
ton models. 74

To conclude, we have shown the strengths and limitations of
the present computational approach in reproducing the experi-
mental EET rate constants for the considered dyads. Unsurpris-
ingly, our model fails when the assumptions of Eq. (1) are not
valid, e.g., when the electronic coupling is quite strong. Moreover,
in very flexible systems, where the dyad can present a variety of
conformations, a more extensive sampling would be needed to
predict the EET. Acknowledging the limitations of our method,
we refrain from the use of flexible bridges for the design of new
dyads.
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3.3 Design

In this Section, we aim at designing new dyads replacing the
macrocyclic moiety by a “pyrrole-free” porphyrin aza-analogue,
namely the azacalixphyrin (ACP, see Figure 6a).”> The ACP
presents a strong aromatic character due to the 18 & electrons
delocalised over a central 16-membered ring containing four ni-
trogen atoms (like in porphyrins) while adopting a saddle-like
conformation due to the steric repulsion of the internal hydro-
gen atoms of the phenyl rings. As can be seen in Figure 6b, the
macrocycle presents remarkable optical properties with two main
absorption bands in the visible and near-infrared regions, i.e., a
broad band peaking with a An,x = 890 nm and an intense band
at Amax = 649 nm.
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Fig. 6 Representation of the structure of the unsubstituted azacalixphyrin
macrocycle (a) and its absorption spectrum in DMSO (b). Adapted with
permission from Ref. 72 copyright 2013 Wiley-VCH permission. The or-
ange and red boxes indicates the regions in which the ACP poorly ab-
sorbs and hence constitute the two windows in which the donor part, i.e.,
the BODIPY unit should absorb light.

3.3.1 Choice of the linker and the BODIPY units

As the ACP presents two distinct absorption bands in the visible-
NIR domain, we studied energy transfer from different BOD-
IPY units either to the band at ca. 650 nm or to the longest-
wavelength band centred at ca. 900 nm. To obtain such energy
transfers, one has to design dyads in which the BODIPYs can be
excited at wavelengths located respectively in the orange and red
zones (see Figure 6b) in which the ACP poorly absorbs. The se-
lected BODIPYs are displayed in Figures 7a and 7b and their spec-
troscopic signatures, i.e., their measured maximal absorption and
fluorescence wavelengths are detailed in Section S17 in the ESI'.
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Fig. 7 Representation of the structures of the BODIPYs absorbing in the
orange (a) and red (b) regions of the ACP absorption spectrum displayed
in Figure 6, and structure of the ACP with the ester linkage (c).

Inspired by the different ZnP-BODIPY systems studied in the
previous Section, we selected an ester function as the bridging
unit between the macrocycle and the BODIPY (see Figure 7c)
similarly to dyad 5 (e.g., see Figure 1). Indeed, this small bridge
brings the two units close to each other. Moreover, placing the
bridge on a central carbon atom between two external amino
groups enables the ester function to interact through hydrogen
bonds with these peripheral groups, which locks the relative po-
sition of the linker and the macrocycle and limits the confor-
mational freedom. The optimized structure of all dyads indeed
shows that the substituted phenyl ring, its amino groups and the
ester function are coplanar (see the optimized structure of 12 dis-
played in Figure S17 in the ESI") and this statement holds when
starting the optimisation from a geometry presenting a perpen-
dicular angle between the ester function and the phenyl ring.

In this configuration, the orientation between the two units
seems optimal to reach a large coupling value. To evidence the

importance of these hydrogen bonds, we modelled the parent
compound of dyad 12 in which all the peripheral amino func-
tions have been replaced with dimethylamino groups, and de-
noted this structure 12-Me. The optimized structure of 12-Me is
displayed in Figure S18 in the ESIT. As expected, the steric repul-
sion brought by the methyl groups induces a large torsion of the
ester function, that becomes almost perpendicular to the plane of
the substituted phenyl ring of the ACP. A comparison between the
EET couplings of 12 and 12-Me can be found in Section S19 in
the ESI" and, as expected, the couplings are larger in the former
(ca. 35 cm™!) than in the latter (ca. 13 cm™!), the EET rate con-
stant being almost one order of magnitude larger in 12 (ki =
10! s—1). However, while the rotation of the bridge with respect
to the ACP can be frozen thanks to hydrogen bonds, this does
not prevent rotations between the linkage and the BODIPY. We
therefore performed a rotational analysis for 12, the results are
reported in Section S20 in the ESI". The same strategy as for the
experimental dyads 1-11 have been applied, that is, to optimise
all the rotamers while keeping the dihedral angle ® frozen. Con-
sistently with the 12-Me case, going from the optimised geometry
to a 90° dihedral angle between the bridge and the BODIPY (see
Figure S19 in the ESI') yields a decrease of the EET coupling from
33.2 cm~! to 6.7 cm~!. Averaging the values according to Boltz-
mann population, we obtain a total coupling that is 23.5 cm ™!
and a rate constant of 1.6x10!!. While the coupling value is 1.4
times lower when accounting for the rotation, the rate constant
remains of the same order of magnitude (~10!"). In the follow-
ing, we only discuss the EET coupling computed on the fully-opti-
mised structures while keeping in mind that the values have been
computed in an “ideal” orientation. If one accounts for the rota-
tional effect, the total coupling values would be slightly lower but
the EET rate constant would be the same order of magnitude.

3.3.2 Excitation on the entire dyad 12

To ascertain that there is no electronic communication between
the ACP and BODIPY units and to ease the choice of an adequate
fragmentation scheme for direct coupling calculations, we com-
puted the excitations of the entire dyad 12. The transition ener-
gies, oscillator strengths and MO composition of the first seven
transitions are listed in Table 6 and the MOs are displayed in
Figure 8. The MOs involved in the four first excited states are
localised on the ACP moiety whereas the MOs involved in S; are
localised on the BODIPY unit, supporting the validity of the weak
electronic coupling hypothesis. As in the porphyrinoid systems,
the two bands of the ACP are each constituted of two quasi-
degenerated excited states. In contrast to dyad 1, however, the
MOs localised on the macrocyclic moiety do not present any den-
sity on the linkage while one observes a slight delocalisation of
the electronic density on the bridge for the LUMO+2 that is cen-
tred on the BODIPY unit. This clearly indicates that the MC2 frag-
mentation scheme (see Figure S16 in the ESIT) should be used to
model EET in these systems, i.e., the bridge has to be included in
the BODIPY fragment rather that in the ACP fragment.
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Table 6 Transition energy (AE™: in eV), oscillator strength (f) and molec-

abs

ular orbital (MO) composition of the first excited states in 12.

State AE;_%S f MO composition (CI coefficient)

S 1.59 0.094 HOMO—LUMO (0.489)
HOMO-1—LUMO+1 (-0.454)

Sy 1.59 0.062 HOMO—LUMO+1 (0.474)
HOMO-1—LUMO (0.470)

S3 2.06 0.465 HOMO-1—-LUMO+1 (0.509)
HOMO—LUMO (0.469)

Sy 2.09 0.415 HOMO-1—LUMO (0.495)
HOMO—LUMO+1 (0.488)

Sg 2.17 0.000 HOMO-2—LUMO (0.705)

S‘g 2.22 0.000 HOMO-2—LUMO+1 (0.705)

S7 2.48 0.685 HOMO-2—LUMO+2 (0.705)

¢ Note that this state corresponds to a spurious (non-physical)
charge transfer between the two units
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Fig. 8 Molecular orbitals (isovalue = 0.02 a.u.) involved in the first exci-
tations of 12.

3.3.3 EET results

Let us first analyse the results in dyads 12-17, in which the energy
is transferred from the BODIPY to the ACP band at ca. 650 nm.
The couplings obtained for dyads 12-14 are almost the same (ca.
30 cm™ 1), corresponding to rate constants of ~10'! s=! (see Table
7). The couplings increase in dyads 15-17 and attain the very
large value of 99.0 cm™! in 17, the rate constant becoming one
order of magnitude larger than in dyads 12-14.

We note that the BODIPY core is symmetrically substituted in
12-14, but asymmetrically substituted in 15-17. In order to con-
firm that symmetry is the key here, we designed two new dyads,
namely 12-asym and 15-sym (see Figure S20 in the ESI) in
which the BODIPY unit has been either asymmetrised (we re-
moved one of the two phenyl rings on a pyrrolic unit of BODIPY
12) or symmetrised (we added the same group on the unsub-
stituted pyrrolic ring in BODIPY 15). The results are reported
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in Table S21 in the ESI" and consistently with the previous ob-
servation, the total coupling in dyads containing an asymmetric
BODIPY (61.4 cm™~! for 12-asym and 74.1 cm~! for 15) is larger
than the value obtained in dyads containing a symmetric BODIPY
unit (33.2 em~! for 12 and 34.7 cm~! for 15-sym). If we exam-
ine the magnitude of the transition dipole moment towards the
first excited state in the BODIPY (Table S20 in the ESI), we note
that the transition dipole moment is between 3.2 and 3.4 a.u. and
remains smaller than in asymmetric units (between 3.6 and 5.0
a.u.). However, it is not the case when comparing 12 to 12-asym
and 15 to 15-sym. Indeed, in both cases, the transition dipole
moments are smaller in the asymmetric structures. We next com-
pared the different contributions to the total coupling (Tables S20
and S21 in the ESI"). For symmetric compounds, i.e., 12—-14 and
15-sym, the major contribution arises from the coupling between
the first excited state of the BODIPY (S]?ODIPY) and the third ex-
cited state of the ACP (S4<P), the SBOPIPY/SACP coupling being
almost negligible (smaller than 10 cm™!). In contrast, in dyads
containing asymmetric BODIPYs, i.e., 15-17 and 12-asym, both
SBODIPY /GACP and SBODIPY /SACP significantly contribute to the
total response, the latter being systematically larger. Therefore,
the increase of the total coupling in dyad presenting asymmetric
BODIPY units is mainly due to a change in the orientation of the
transition dipole moment of the BODIPY unit rather than to an in-
crease of its the magnitude. In Figure 9, we display the transition
dipole moment of the two units in dyads 12 and 12-asym (Fig-
ure 9a) and in dyads 15 and 15-sym (Figure 9b). It is clear that,
in contrast with dyads in which the BODIPY unit is symmetric,
in dyads 12-asym and 15, the transition dipole moment of the
BODIPY moiety has a component along the axis connecting the
two molecules (Rps) which enhances the point-dipole coupling
with the ACP transition dipole.

We now consider the energy transfers from a BODIPY unit to
the longest-wavelength band of the ACP. We can compare dyads
5 and 18 to evaluate the impact on the coupling when replacing
the zinc porphyrin by the ACP macrocycle. To allow a consistent
comparison, we re-optimised and computed the EET couplings in
dyad 5 using the same solvent (DMSO) as in 18. The increase in
solvent polarity when going from toluene (¢ = 2.4) to DMSO (¢ =
46.8) induces a variation of the total coupling from 39.0 cm~! to
46.5 cm~! in 5 (see Section $23 in the ESIT). Replacing ZnP with
ACP induces an increase of the total coupling from 46.5 cm~! to
64.2 cm~!, but the EET constants remain similar in both dyads as
the spectral overlap between the emission of the BODIPY and the
absorption of the ACP is smaller than in dyad 5.

In dyads 19-21 the BODIPY units have been carefully chosen
to maximise the spectral overlap (above 1.5 eV~ 1) with the red-
most ACP absorption band. The computed EET coupling is large
for all dyads (ca. 80 cm~!) and this holds for the EET rate con-
stant (10'2 s—1). From the contributions to the total coupling for
these dyads (reported in Table S20 in the ESIT), we see that both
the S?ODIPY/ S/?CP and S?ODIPY/ S/;CP pairs contribute to the total
coupling, the larger contribution arising from the former.

To conclude, replacing the porphyrin with the azacalixphyrin
allows to increase the coupling in BODIPY-macrocyclic dyads. We
showed that the EET rate constant of both energy transfers (BOD-



Table 7 Calculated transition energies (AE®:

abs

in eV) and oscillator strengths (f) of the excited states of the BODIPY and macrocyclic moieties involved

in the electronic coupling of dyads 12-21 represented in Figure 7. The total coupling (VW' in cm~1), EET rate constant (k™ in s~!) and spectral
overlap (J in ev™!) are also given. The different contributions to the coupling can be found in Table S20 the ESI+. The experimental maximal emission

wavelength (Acyy” in nm) of the BODIPY is also given.

band@ BODIPY fragment ACP fragment EET data
650 nm AE®: f o Ref. AE®: f J y Whole k-
12 2.48 0.697 592 113 2.07 0.395 1.92 33.2 3.1x10""
2.07 0.392
13 2.46 0.695 590 114 2.07 0.395 1.84 33.1 2.9x10!
2.07 0.393
14 2.31 0.592 607 114 2.07 0.396 2.54 28.9 3.1x10!
2.07 0.392
15 2.43 0.779 600 113 2.07 0.395 2.26 74.1 1.8x10'2
2.07 0.393
16 2.26 0.873 579 114 2.07 0.395 1.36 41.1 3.4x10!!
2.07 0.393
17 2.07 1.289 660 114 2.07 0.396 2.73 99.0 3.9x10'?
2.07 0.393
band@ BODIPY ACP EET data
900 nm AER f op- Ref. AE®: f J y Whole kth-
18 1.99 0.892 715 114 1.58 0.062 0.57 64.2 3.5x10"
1.58 0.066
19 1.90 0.957 751 113 1.58 0.062 1.27 78.8 1.2x10'?
1.59 0.067
20 1.93 1.715 754 113 1.58 0.062 1.34 84.7 1.4x10'?
1.59 0.067
21 1.86 0.798 780 113 1.58 0.062 1.99 81.0 1.90x10'2
1.59 0.066
(a) tions.
4 Conclusions
We have investigated the singlet-singlet excitation energy trans-
fer in more than twenty BODIPY-macrocycle molecular dyads. We
first aimed at accurately modelling the EET in known systems for
which the rate constant have been measured experimentally, so to
design on solid grounds new assemblies incorporating an azacal-
b) ixphyrin macrocycle and presenting improved EET properties. To

Fig. 9 Representation of the transition dipole moments of the BODIPY
and ACP units (a) in dyads 12 and its asymmetric counterpart, 12-asym,
and (b) in dyads 15 and its symmetric analogue, 15-sym. The red repre-
sentations and dipoles correspond to the unmodified structure 12 and 15
whereas the element-coloured representation and orange dipole refer to
12-asym and 15-sym dyads. The transition dipole moments of the ACP
and the plane of the dipole are represented in blue.

IPY to the two bands of the ACP) can reach 10'2 s~!, highlighting
the potential of ACP macrocycles beyond their current applica-

reach these goals, we used a theoretical model combining TD-DFT
for obtaining transition densities and the PCM implicit solvation
model to account for solvent effects.

In a first step, we have applied several strategies to compute
EET in a representative BODIPY-zinc porphyrin dyad in order to
select an appropriate computational protocol. Among the two
different methods that were used to calculate EET, i.e., FED and
direct coupling that starts from the excitations computing on the
full system or for the separated donor and acceptor fragments,
respectively, we have shown that: (i) in the FED method, the con-
vergence of the total coupling value is only reached when using
a multi-state FED approach, including several excited states in
the calculation of the coupling; (ii) both multi-state FED and di-
rect coupling provide very similar coupling values, indicating that
a through-space rather than a through-bond energy transfer oc-
curs and that the computationally cheaper direct coupling method
can be safely applied in these dyads. Within this approach, we
have studied the impact of the definition of the fragments on
the total coupling and we have deduced that the following frag-
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mentation scheme is adequate: (i) the BODIPY part including
its meso phenyl ring; and (ii) the macrocyclic fragment encom-
passing the tetraphenyl zinc porphyrin and the ethynyl bridge.
This definition has been supported by the analysis of the molecu-
lar orbitals involved in the first dipole-allowed excitations of the
full system. We have also assessed the description of the transi-
tion density of both fragments, varying the underlying DFT pa-
rameters (exchange-correlation functional and basis set), and we
validated the use of PBEO in combination with the compact 6-
31+G(d) atomic basis set. The impact of the rotation and the
orientation of the phenyl rings of the porphyrin have also been
evaluated.

Next, we have assessed the robustness of our computational
protocol by comparing the theoretical and experimental EET rate
constants in twelve BODIPY-porphyrinoid assemblies presenting
various donor, acceptor and linker moieties so to be representa-
tive of the diversity of these dyads. In most cases, theory is able
to reproduce the order of magnitude of the experimentally deter-
mined rate constants. However, we found some important lim-
itations of the used protocol, mainly related to the applicability
of Eq. (1) and to the conformational sampling in flexible dyads.
Is it important to highlight that these shortcomings are intrinsic
to the simplified EET theory and protocol used here, and not to
the quantum chemical calculation of the relevant electronic cou-
plings, which are robust with respect to level of theory and basis
set.

Finally, we have designed ten new molecular entities, in which
a BODIPY fluorophore is coupled to an azacalixphyrin macrocy-
cle. We have investigated the electronic energy transfer from the
BODIPY to the ACP, considering EET to the two distinct absorp-
tion bands of the ACP, localised in the visible and near-IR regions
of the spectrum. We have shown that replacing the porphyrin by
the azacalixphyrin allows to increase the electronic coupling and
we have shown that the symmetry of the BODIPY unit also plays
a crucial role in the EET coupling. Indeed, it turns out that the
coupling is larger with asymmetrically-substituted BODIPYs than
with symmetrically-substituted dyes, a fact that can be attributed
to a more favourable orientation of the transition dipole moment
in the former compounds. These new molecular dyads, compris-
ing an azacalixphyrin, display enhanced EET rate constants that
can reach 10'2 s~! and therefore highlight the interest of ACPs as
building blocks in molecular light-harvesting antennas.
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