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Abstract

Orange Carotenoid Protein (OCP) is a carotenoid-binding protein involved in photo-
protection mechanisms of cyanobacteria. Upon exposure to high-light, OCP interconverts
from an orange resting form (OCPO) to a red active one (OCPR); the mechanism of this
interconversion, even if extensively studied, has still not been fully elucidated. The compari-
son of the spectroscopic properties of OCPO and OCPR also offers a very intriguing problem:
upon interconversion, the UV-VIS absorption spectrum of the carotenoid not only undergoes
a significant red-shift, but its line shape also changes, losing the vibronic structure and be-
coming very similar to the one recorded for the same carotenoid in solution. In this work
we use multiscale atomistic models ranging from classical to polarizable QM/MM molecular
dynamics not only to reproduce the experimental spectra but also to give a comprehensive
molecular explanation of such drastic spectroscopic differences. The findings are finally used
to formulate a new hypothesis on the role of the protein in the photoactivation mechanism.

Introduction

In oxygenic photosynthetic organisms, the har-
vest of sunlight is accompanied by photoprotec-
tive mechanisms which prevent potential dam-
ages under high light conditions. Plants, algae
and bacteria have developed a stategy, known
as nonphotochemical quenching (NPQ), which
is used to dissipate excess energy and prevent
oxidative damage1–3. Due to the different liv-
ing conditions, however, the various organisms
have optimized their own mechanisms. For ex-
ample, in plants and algae, the NPQ is per-
formed by the pigment-protein complexes of
the photosystems placed within the thylakoid
membrane4–6. In cyanobacteria, instead, the
photoprotective mechanism in action is realized
by a small water-soluble carotenoid-containing
protein known as Orange Carotenoid Protein
(OCP)7–9. The presence of the carotenoid al-
lows the complex to absorb 400-600 nm light
and the absorbed energy is finally used to gen-
erate a dramatic structural change in the pro-
tein leading to the red active form (OCPR)10–13.
In particular, OCP contains two different do-
mains: an all α-helical N-terminal domain
and a mixed α-helical/β-sheet C-terminal do-
main. In the inactive orange form, the do-
mains are in contact and they encapsulate the
non-covalently bound carotenoid14. Upon pho-
toactivation, the protein undergoes a conforma-
tional change: the two domains separate and
the carotenoid moves into the N-terminal do-
main (NTD). It is exactly this large (ca. 12 Å)
translocation that allows the carotenoid to be-

come active as a quencher for the excited bilins
of the phycobilisome (PBS) antenna complexes.

Notwithstanding the large amount of data
collected so far on the OCP photoactivation and
the following structural changes, many aspects
of the whole process are still unsolved; in par-
ticular, there is not yet any decisive evidence
about the real nature of the events that, after
the electronic excitation of the carotenoid, ac-
tivate the structural dynamics in the protein,
the carotenoid translocation, and the domain
separation13,15,16. What is known is that OCP
can bind various carotenoids, but its photopro-
tective function is active only in the presence
of a keto-carotenoid, in particular, 3’-hydroxyl-
echinenone, 3hECN; echinenone, ECN; and
canthaxanthin, CAN. The main effect of the
carbonyl substituents in the end-ring(s) is that
hydrogen bonding interactions with specific
residues in the C-terminal domain (CTD) can
be formed (see Figure 1d-e), thus indirectly sug-
gesting that these interactions are fundamental
for the light-driven process to occur.

Very recently, a combination of time-resolved
UV-visible and mid-infrared spectroscopy has
been employed to assess the electronic and
structural dynamics of OCP, from femtoseconds
to 0.5 ms.17,18 What emerges from such a study
is a model with a fast (ps) hydrogen-bond rup-
ture at the carotenoid end-ring placed in the
CTD domain (the β1-ring). This event, even if
occurring at a low yield of <1%, initiates struc-
tural changes in the protein, finally allowing the
carotenoid to translocate into the N-terminal
domain in a µs scale. These findings suggest
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that one of the main contributors to the success
of the whole process is the coupling between
electronic and structural dynamics within the
carotenoid, and short and long range inter-
actions with the embedding composite system
(the protein matrix and the water solvent). As
a matter of fact, the inactive and active forms of
OCP show a different UV-VIS absorption spec-
trum in the carotenoid region, in terms of both
a significant shift in the position of the band
and a change in its shape. In particular, the in-
active form presents a lineshape with a clear vi-
bronic structure centered at 480 nm while in the
active form the same band is shifted at 520 nm
and loses any vibronic structure. The Reso-
nance Raman spectra of the two forms, despite
some differences,9,19 show very similar features;
an analogous spectral structure is observed also
for the CAN in THF solvent (see Figure 1a-
b). This should suggest that similar vibronic
couplings are present for the two form of OCP
and for the CAN itself. These two pieces of
evidence are somehow contradictory and up to
now a clear explanation of the molecular origins
of such behavior has not been given.

While the atomistic structure of the inactive
form of OCP (from now on OCPO) was solved
using X-ray diffraction techniques10,13,20–22, the
one of the light-activated form (OCPR) was
never reported in literature. Nonetheless, some
authors have identified a protein called Red
Carotenoid Protein (RCP) that, on the basis of
spectroscopic and biological properties, is con-
sidered a faithful model for the NTD of OCPR;
the crystallographic structure of RCP was re-
ported10.

In the present study, we give a comprehen-
sive explanation of the spectroscopic differences
between OCPO and RCP in terms of protein-
induced effects both on the slow conformational
dynamics of the carotenoid and the relative sta-
bilization of its ground and excited states. To
achieve such a picture we combine a multiscale
strategy which integrates quantum-mechanical
and classical descriptions for the carotenoid and
the environment, respectively, with (enhanced)
molecular dynamics. This strategy has the im-
portant characteristic of accounting for the elec-
trostatic effects and mutual polarization be-

tween the two subsystems, while still keeping a
fully atomistic detail of the protein and the sol-
vent.23,24 After having successfully reproduced
the experimental spectra of the two complexes,
we use the obtained results to formulate a new
hypothesis for the photoactivation mechanism.
According to this hypothesis, the constraints of
the binding pocket and the unfavorable elec-
trostatic fields acting on CAN in the OCPO

are the driving force leading to the dissociation
and separation of C-terminal and N-terminal
domains accompanied by carotenoid transloca-
tion into the N-terminal domain.

Results and Discussion

Conformational effects

In the Introduction we have pointed out the
contrasting behavior found in the UV-Vis
and Resonance Raman spectra for OCPO and
OCPR (and RCP). Interestingly, this behavior
is very similar to what observed for homolo-
gous carotenoids of CAN (same chain length
and possessing a cyclic terminal group) in so-
lution as recently shown by Uragami et al.25

According to the latter study, the differences in
absorption lineshape in this class of carotenoids
are due to different inhomogeneous broadening,
as all the carotenoids presented very similar
Resonace Raman spectra and thus very simi-
lar vibrational modes coupled to the excitation.
Moreover, because all the spectra were recorded
in the same low polar and non-protic solvent
(THF), the variability in inhomogeneous broad-
ening was related to a different conformational
space explored by the carotenoids. In partic-
ular, the rotation of the terminal rings around
the single C–C bonds (corresponding to dihe-
dral angles β1 and β2 reported in Figure 1f)
was intuitively selected as the fundamental de-
gree of freedom whose slow conformational dy-
namics can affect the excitation energy.

Here, we hypothesize that the conformational
freedom along this dihedral motion is not only
the origin of the specific inhomogeneous broad-
ening of each solvated carotenoid but it can also
explain the differences in the absorption spectra
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Figure 1: (a) Comparison of UV-VIS spectra of OCPO 10, RCP10 and CAN in THF25. (b) Compar-
ison of resonance Raman spectra of CAN in THF25, RCP15 and OCPO 15. (c, d) Representation of
CAN in the pocket of RCP and OCPO respectively (the structures shown are 4XB4 and 4XB510):
the mesh visualizes the internal cavity defined by the residues closest (< 5 Å) to the chromophore.
In (d) the side chains of two hydrogen-bonding residues are also drawn. (e) Detail of the hydrogen
bonds between Tyr201 and Trp288 of OCPO and CAN. The β1 ring is always on the left side, while
β2 is on the right. (f) Structure of CAN with the two dihedral angles defining the rotation of the β1
and β2 rings underlined in red. From now on these angles will be indicated with the same notation
of the corresponding rings.

between OCPO and RCP (see Figure 1a).
In order to validate this hypothesis, we have

proceeded in two steps.
As a first step, we have investigated four

carotenoids among the studied homologous
compounds, selecting those showing very dif-
ferent absorption band shapes, namely, violax-
anthin (VIO) for which the vibronic structure is
very well-resolved, β-carotene (CAR), zeaxan-
thin (ZEA) for which the same structure is less

sharp and, finally, CAN, for which it is almost
completely lost (in Figure S1 the structures of
these carotenoids are shown; their UV-Vis spec-
tra are reported in Figure S2). For these four
carotenoids, we have performed a relaxed scan
of the dihedral angle (due to the symmetric na-
ture of all the selected carotenoids, only one
scan is needed) and calculated the excitation
energy along the scan. In all these calculations
we have neglected the effect of the THF solvent
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as it is expected to be negligible. The calcu-
lated data, reported in Figure S2, show that the
energy curve along the dihedral angle is very
similar for CAN, CAR, and ZEA. On the con-
trary, VIO presents a peculiar behavior due to
the presence of epoxydic groups, which strongly
reduce the dihedral flexibility. More in detail,
the scans show that the first three carotenoids
have two similar minima for the s-cis confor-
mation at about ±50◦ (s-cis+ and s-cis−), as a
perfectly planar conformation is prevented by
steric clashes between methyl groups.

The other minimum is a s-trans conforma-
tion. Interestingly, we note that the position
of this minimum along the dihedral angle coor-
dinate is influenced by another conformational
parameter. In fact the six-term rings at the
ends of the conjugate chain of the carotenoid
are flexible and present two possible half-boat
conformations. The presence of only two con-
formations instead of the many that are nor-
mally allowed for a six-term ring is due to the
three rigid sp2-carbons in the ring. In order to
quantify this conformational freedom we used
the generalized ring puckering coordinate origi-
nally introduced by Cremer and Pople26. Since
for CAN only two stable ring conformations
are possible, only one of the angles used in the
definition by Cremer and Pople is sufficient to
fully describe this degree of freedom: we refer
to this angle (corresponding to the θ of Cre-
mer and Pople) as puckering and we identified
the two conformations as p− (θ = 75◦) and p+

(θ = 105◦). Due to steric effects, the puckering
is coupled with the dihedral angle in the s-trans
region (see Figure S3b). When the ring is in p−

conformation, the s-trans minimum is located
at 150◦ (we call this minimum s-trans+), vice
versa when the ring is in p+ the minimum shifts
to -150◦ (s-trans−).

In CAN, however, the s-trans minima are
much lower than in the two other carotenoids,
and the barrier between the two s-cis minima is
also considerably smaller. A simple explanation
is that the s-trans minima are nearly planar and
therefore take advantage of the conjugation of
the system: the stability gained by CAN due
to the planarity of the ring is much higher than
for CAR or ZEA, thanks to the addition of a

further (C=O) double bond. When the scans
are combined with calculations of excitation
energies, we can conclude that the two quasi-
symmetric s-cis isomers behave very similarly,
while the planar s-trans conformer(s) have a
much lower excitation energy.

From this analysis, it emerges that the inho-
mogeneous broadening of the absorption spec-
tra can indeed be explained in terms of dif-
ferent conformers with different excitation en-
ergies: the single conformer of VIO gives the
least broadened spectrum with a clear vibronic
structure, while the two similar CAR and ZEA
give more broadened spectra that, however, still
show a partially recognizable vibronic struc-
ture. In CAN, which is the only one with
four possible different conformers, the details
of the vibronic structure are instead lost, and
the spectrum appears as a broad band.

In order to generalize this interpretative
model to OCPO and RCP, we have to set up
a proper computational protocol to investigate
the conformational space of CAN in the two
proteins and to quantify its impact on the
spectra. Here, however, the problem is com-
pletely reversed: instead of having different
carotenoids in the same apolar solvent, we have
the same carotenoid in two different (and more
complex) environments, namely the two protein
matrices in water.

To properly account for the effects of the
protein (and the solvent) we have run 1 µs-
long classical molecular dynamics (MD) in ex-
plicit water (see Methods). It is here important
to note that while the protein was described
with standard molecular mechanics (MM) force
fields, the one used for CAN was reparameter-
ized using DFT data as reference values (see the
Supporting Information for details):27 in this
way we make sure that the degrees of freedom
of CAN (and in particular the torsional ones)
explore the correct potential energy surface.

From the two MD simulations, we have found
that, in OCPO, both terminal rings show some
conformational flexibility, namely the same
puckering observed in the previous scan of
the isolated carotenoid (see Figure 2a and the
RMSD-2D plot of Figure S11 in the Support-
ing Information). On the contrary, the β1 and
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β2 dihedral angles remain fixed in one stable
conformation (Figure 2b) along the entire (and
long) trajectory, in spite of the relatively low
barriers for their rotation, namely s-trans for
β1 and s-cis for β2. A rigidity was indeed ex-
pected for β1, due to the constraints imposed by
hydrogen bonding with the residues Tyr201 and
Trp288. However, also the apparently looser β2
remains in the same conformation found in the
crystal structure showing that the NTD pocket
induces a rigidity in the carotenoid even in ab-
sence of specific H-bonds.

From the same MD trajectory, the free en-
ergy surface (FES) on the dihedral and puck-
ering subspaces was calculated and the differ-
ent configurations of the CAN were classified
using the density peak clustering algorithm28

(See the Supporting Information for details on
the clustering). Four clusters (A-D) were iden-
tified based on the different ring puckering and
dihedral angles (Figure 2a and 2b)

For RCP, instead, several conformations were
observed along the MD trajectory, showing that
CAN in RCP has a much larger conforma-
tional freedom with respect to OCPO. How-
ever, the transitions between the different con-
formations are too rare to assess convergence
(see Figure S9). To solve this problem and
to achieve a quantitative sampling also for
CAN in RCP, we used an enhanced sampling
technique, namely well-tempered Metadynam-
ics (WT-MetaD)29. Unfortunately, the explo-
ration of the four-dimensional subspace defined
by the puckering and dihedral coordinates of
the two rings is unfeasible because of the too
high computational cost; therefore we explored
separately the puckering/dihedral subspace for
each ring (Figure 2c and 2f) and then we re-
constructed the full conformational space un-
der the hypothesis that the two rings’ confor-
mations are uncorrelated.

The FES along the two dihedral angles is pre-
sented in Figure 2d. From these results it is
clear that, in RCP, both rings of CAN can ro-
tate almost freely, and many different conform-
ers are significantly populated at room temper-
ature, similarly to CAN in solution. Configura-
tions were finally individuated and classified us-
ing the same clustering algorithm as before and

five main clusters were obtained (A-E) based on
the different ring conformation (Figure 2c-2f).

These findings seem to explain the apparent
mismatch between the experimental results of
Leverenz et al.10 and Konold et al.30. In fact,
the latter group has proposed a mechanism for
the interconversion of OCPO into OCPR that
does not involve the s-isomerization of the ter-
minal bond, which should remain in the s-
trans conformation; this mechanism is also sup-
ported by many previous experimental find-
ings13. However, if RCP was a good model for
OCPR, as suggested by Leverenz et al., the β1
dihedral of CAN should isomerize to the s-cis
conformation, as observed in the crystal struc-
ture of RCP.10 In our dynamical representation,
RCP, and likely OCPR, exists in multiple con-
formations, which are able to interconvert on
a µs timescale. One of these conformations
(E) corresponds to the RCP crystal. In the
other ones, β1 has the same conformation as
in OCPO. This allows a comprehensive ratio-
nalization of the findings of the two groups, as
it shows that an equilibrium between different
conformations including the one crystallized by
Leverenz et al. is possible in OCPR.

Based on the conformational and clustering
analysis here presented, it was finally possible
to extract a set of representative configurations
for both complexes and use them to calculate
the excitation energies. Before that, however, a
preliminary refinement of the geometry of CAN
was necessary. In fact, in order to achieve accu-
rate estimates of the excitation energies, an ac-
curate geometry of the chromophore is needed.
For highly conjugated systems like CAN, this
accuracy cannot be achieved at the MM level,
even if the FF is optimized on QM data as we
have done for CAN. Therefore, for all the dif-
ferent configurations selected to properly rep-
resent the populations of the clusters of OCPO

and RCP, the geometry of CAN was optimized
at the DFT/MM level, keeping the protein and
solvent frozen (see the Supporting Information
for details). The resulting relaxed configura-
tions were finally used to calculate the excita-
tion energies at the TD-DFT level. The calcula-
tions were performed for the isolated CAN (vac)
and the CAN in the presence of the protein and
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Figure 2: Free energy surfaces of CAN’s terminal ring conformational parameters in RCP and OCP.
Puckering of the β1 ring vs puckering of the β2 ring (a) and dihedral β1 vs dihedral β2 (b) FESs in
OCPO, calculated from a 1 µs long MD trajectory; puckering β1 vs puckering β2 (e) and dihedral
β1 vs dihedral β2 (d) FESs in RCP, reconstructed from the puckering vs dihedral FESs of β1 (c)
and β2 (f) calculated with well-tempered metadynamics. The red labels indicate the free energy
basin of each conformer.

the solvent (env) (see the Methods section for
details). All the results are reported together
with cluster populations in Table 1.

All four clusters of OCPO show very simi-
lar excitation energies, with the same variance.
Therefore, in this complex, the conformational

variability has only a minor effect on the en-
ergetic disorder. In RCP, the excitation ener-
gies are significantly red-shifted with respect
to OCPO; furthermore, they are much more
spread in the various clusters than in OCPO.
This latter observation suggests that the larger
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Table 1: Populations (%) of the clusters of OCPO and RCP. Excitation energies (EE in eV) (and
standard deviations) calculated on the relaxed configurations of the different clusters: two sets of
data are reported and they refer to calculations performed on the isolated CAN (vac) and the CAN
in the presence of the protein and the solvent (env)

Cluster Population EE (env) EE (vac)

OCPO

(A) 30 2.26 ± 0.06 2.45 ± 0.03
(B) 13 2.24 ± 0.07 2.44 ± 0.04
(C) 33 2.23 ± 0.05 2.42 ± 0.03
(D) 24 2.24 ± 0.08 2.44 ± 0.03

Average – 2.24 ± 0.07 2.44 ± 0.03

RCP

(A) 41 2.12 ± 0.08 2.39 ± 0.03
(B) 15 2.14 ± 0.07 2.36 ± 0.02
(C) 11 2.04 ± 0.12 2.37 ± 0.03
(D) 12 2.03 ± 0.10 2.36 ± 0.02
(E) 6 2.11 ± 0.05 2.37 ± 0.01

Average – 2.10 ± 0.09 2.37 ± 0.03

conformational variability in RCP can indeed
explain the observed band broadening.

Environment effect on excitation
energies

Before moving to the simulation of the spec-
tra, we present an analysis of the environment
effects on the excitation of CAN.

It is known that the excitation to the lowest
bright state of carotenoids (the one seen in one-
photon absoption spectra) is strongly affected
by the polarizability of the solvent31 and the
observed red shifts strongly depend on the re-
fractive index of the solvent.32 Following this
evidence, we have checked whether this effect
contributes to the overall shift between OCPO

and RCP. Since we are here using a polarizable
MM embedding where each atom of the envi-
ronment is described by fixed multipoles and
an atomic polarizability, we can easily disenta-
gle the induction from the electrostatic effect.23

By doing this analysis on both OCPO and RCP,
we found that the effect of the polarizability is,
on average, a substantial redshift (∼0.1 eV) for
both systems, but the difference between OCPO

and RCP is quite modest.
On the basis of this result, we shifted the rest

of the analysis on electrostatic effects, with a
major focus on which residues have a greater
influence in the two complexes.

For all the representative structures of CAN
in OCPO and RCP, we estimated the electro-
static contribution of each residue by comput-
ing the interaction of the MM charges of the
residue with the difference in the density from
ground to excited state. The average contri-
butions over the different configurations, for
the residues of OCPO and RCP that contribute
most, is given in Figure 3a,b. With the excep-
tion of some close residues, the largest contri-
butions are given by charged residues in both
complexes.

Interestingly, the residues that contribute the
most to the redshift of the excitation energy are
the positively charged ones (Arg, Lys) on the β1
side, such as arginines 155 (the largest contribu-
tion), 9, 185 and 289 in the case of OCPO, and
the negatively charged residues (Asp, Glu) on
the β2 side, such as Glu34 and Asp35, which
have a stronger effect on CAN in RCP be-
ing closer to the carotenoid backbone. On the
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contrary, the Asp and Glu residues on the β1
side (e.g. Asp304 and Glu244 in OCP, Glu146
in RCP) tend to blue shift the excitation en-
ergy. This observation suggests an asymme-
try in the change of CAN’s electron density
upon excitation, with a redistribution of charge
from β2 towards the β1 ring. This conclusion is
unexpected given the symmetry of canthaxan-
thin: clearly, such an asymmetry must be in-
duced by the electrostatic field of the protein
(See Figure 3e,f) on the ground-state of can-
thaxanthin. We confirmed this hypothesis by
noting that the vacuum-to-environment solva-
tochromic shift of CAN was strongly correlated
with the ground-state dipole moment induced
by the environment (See Figure S15 in the Sup-
porting Information).

Here, it is also interesting to recall that
Arg155 forms, together with Glu244, the salt
bridge that contributes to keep together the
CTD and NTD in OCPO. From our anal-
ysis, these residues have opposite effects on
the solvatochromic shift of CAN in OCPO.
Upon dissociation of the CTD, the charge of
Arg155 remains unbalanced, and, together with
the translocation of CAN into the NTD, con-
tributes to the further redshift in RCP. Translo-
cation into the NTD also brings the β2 end of
the carotenoid closer to the negatively charged
residues Glu34 and Asp35, which are located on
the opposite face of the NTD.10

In order to complete our analysis of environ-
ment effects on the spectral differences between
OCPO and RCP, we consider the contribution
of residues to the stabilization of the ground
state. These data, reported in Figure 3c,d,
show that in RCP the residues contributing the
most to the solvatochromic shift are also the
ones that stabilize the ground state (Arg155,
Glu34, Asp35). On the contrary, in OCPO, the
hydrogen-bonding residues Tyr201 and Trp288
which are the main ones for the stabilization of
the ground state, do not influence significantly
the excitation energy. This can be explained
by the partially broken conjugation of CAN in
OCPO, which makes the excitation less respon-
sive to the electrostatic perturbations around
the β1 ring. On the other hand, the strongly
interacting charged residues in RCP are closer

to the ends of the CAN backbone, which clearly
enhances their contribution to the excitation
energy.

Comparing the ground-state contributions in
Figure 3c,d, it is evident that, at least regard-
ing electrostatics, the positioning of CAN in
the RCP cavity allows for stabilization of the
ground state by several residues, whereas in
OCPO only the hydrogen-bonding Trp and Tyr
give a substantial contribution to the stabiliza-
tion. We therefore propose that, after breaking
the two hydrogen bonds, electrostatic interac-
tions will drive the translocation of CAN to-
wards the NTD. Indeed, single-point mutage-
nesis showed that Glu34, which is one of the
residues with the strongest electrostatic inter-
action in our model of RCP, was essential to
stabilize the red form of OCP.10 Also Pro126
presents an analogous situation.

As a last note, we observe that OCPO and
RCP are also very different in terms of the ex-
position of CAN to water and this could also
contribute to the overall redshift observed in
RCP. From our calculations, instead, it comes
out that the effect of the solvent is to reduce
the solvatochromic shift given by the protein
(see SI for details). This situation, which is
somewhat counterintuitive standing the strong
polarity of water, is explained by the reorga-
nization and polarization of water molecules,
which lead to partial screening of the protein
electrostatic field.

Resonance Raman and absorption
spectra

The previous analysis has been based on
vertical excitation energies and environment-
induced broadening, however, to simulate the
absorption spectra, we need to include vibronic
coupling as well.

Here, we calculate the vibronic coupling of
CAN in OCPO and RCP in terms of the
“spectral density” (SD). The SD measures the
frequency-dependent coupling of the nuclear
motions to the excitation and, as such, it can
be used to define a lineshape function (see SI
for the details). From a computational point
of view, it can be calculated from the Fourier
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Figure 3: (a,b) Representation of the residues that contribute the most to the solvatochromic
shift in (a) OCPO and (b) RCP. Each circle represents a residue in the protein, and the residue
name is given with the one letter code (R=Arg, L=Lys, D=Asp, E=Glu, Y=Tyr, W=Trp). Residue
numbering follows the OCP sequence also for RCP for better comparison. The color scale represents
the electrostatic contribution to the solvatochromic shift (blue, positive; red, negative). The circles
are positioned according to the position of the residues around the CAN. (c,d) Same as (a,b), but
here the color scale represents the polarizable QM/MM contribution to the ground-state energy.
(e,f) Electrostatic potential generated by the protein charges on the CAN surface in (e) OCPO and
(f) RCP. The dotted lines indicate hydrogen-bonds between Tyr201 and Trp288 and CAN and the
salt bridge between Arg155 and Glu244.

transform of the autocorrelation function of
the excitation energies fluctuations. To obtain
such fluctuations, we run Born-Oppenheimer
MD trajectories of the CAN treated at DFT
level within a polarizable MM environment for
both the protein and the solvent (see Meth-
ods). Since the SD gives direct information on
the displacement between ground and excited-
state potential energy surfaces, and on the cor-
responding Huang-Rhys factors,33 it can be di-
rectly related to Resonance Raman spectra34–36

.
The calculated SDs (Figure 4a) reproduce all

the four main groups of bands, termed ν1-ν4,

of Raman spectra of carotenoids:37 the two in-
tense signals attributed to in-phase C=C (ν1)
stretching and C-C (ν2) stretching coupled with
C-H in-plane bending modes along the conju-
gate chain, respectively, the in-plane rocking vi-
brations of the methyl groups attached to the
conjugated chain (ν3) and the C-H out-of-plane
wagging motions (HOOP) coupled with C=C
torsional modes (ν4).

25,38 In particular, it is
here worth noting that the calculations repro-
duce the change in the ν4 peak observed mov-
ing from OCPO to RCP. This change was at-
tributed to the fact that the HOOP mode cou-
ples to the excitation only in the bent struc-
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ture of CAN in OCPO.38 A normal-mode anal-
ysis (NMA), performed on two representative
trajectories of CAN in the two systems, con-
firmed this attribution showing that the lower-
frequency peak at ∼1000 cm−1 in OCPO corre-
sponds to normal modes involving HOOP mo-
tions of the conjugated backbone (See Support-
ing Information).

We note, however, that the spectral densities
present a general blue-shift (probably due to
the selected QM method) and do not accurately
describe the ν1 mode, which is broader than in
the experiment. Given the necessarily limited
sampling of our polarizable QM/MM MDs, it is
possible that some extreme configurations are
overrepresented in our calculations, giving rise
to a broader band.

Integrating the spectral density, it is also pos-
sible to calculate the reorganization energy λ,
which quantifies the magnitude of the total ex-
citon–phonon coupling. As the absolute value
of λ has a significant impact on the band-shape,
we have performed an analysis of the sensi-
tivity of the SD in general and λ in partic-
ular, on the QM method used for calculating
the excitation energies (here TD-DFT). From
this analysis (see Supporting Information) it
was possible to define a scaling factor of 0.9
which has been used for the TD-DFT SD of
both OCPO and RCP. Moreover, because the
low frequency part of the SD comes from very
slow (inter)molecular motions that are poorly
sampled in the QM/MM MDs, we replaced the
SD below 600 cm−1 with an overdamped brown-
ian oscillator33 with a damping constant of 100
cm−1, and with λslow = 100 cm−1 and 500 cm−1

for OCPO and RCP respectively. The differ-
ent value of λslow used for the two complexes
is justified by the larger variability of the exci-
tation energies calculated in RCP, as shown in
Table 1. It is interesting to note that, accord-
ing to the calculations, the total reorganization
energy of RCP (2413 cm−1) is lower than the
one of OCPO (2670 cm−1).

From the spectral densities we finally calcu-
lated homogeneous lineshapes reported in Fig-
ure 4b. Then, assuming that the homogeneous
lineshape is not significantly dependent on the
specific cluster, we reproduced the absorption

spectra of OCPO and RCP by convoluting it
with the inhomogeneous frequency distribution
of excitation energies reported in Table 1. To
account for the effect of the environment disor-
der, the contribution of each cluster was broad-
ened with a Gaussian distribution whose stan-
dard deviation is obtained from the variance
of excitation energies within the cluster. The
same analysis was performed using the exci-
tation energies calculated both in the environ-
ment and in vacuo. The comparison of these re-
sults allows us to disentangle the environment
and the geometrical effects on the absorption
spectrum.

As shown in Figure 4c,d both conformational
and environmental disorder seem to signifi-
cantly contribute to the broadening of RCP
spectrum; in particular, the large conforma-
tional disorder smooths the vibronic structure,
which almost disappears when the environmen-
tal disorder is also taken into account. In
OCPO, instead, a partial vibronic structure is
retained because of a lower variability of the ex-
citation energy in the different conformations.

It should be noted that, in our model, the
residual vibronic peaks of OCPO correspond to
the 0-1 and 0-2 vibronic bands of CAN, whereas
the 0-0 band is barely visible on the low energy
side of the absorption band. In the previous
literature, these bands were assigned to the 0-0
and 0-1 vibronic transitions39,40, whereas the
broad red tail of OCPO absorption was sug-
gested to arise from another specific conforma-
tion of the complex with red-shifted absorption.
This “red-shifted” form should be characterized
by larger disorder and likely a looser binding
pocket40. Our calculations cannot exclude the
presence of such a conformation in OCPO even
if it was not observed within our long simula-
tion time. This seems to indicate that, if this
conformation exists, it is substantially different
from the main one (the one here characterized)
and enhanced sampling techniques are needed
to allow its exploration.

Our assignment of vibronic bands is consis-
tent with the stronger vibronic coupling of CAN
in OCPO, and the appearance of the additional
HOOP signal in the Resonance Raman spec-
trum. In fact, the 0-0 band is already weaker
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Figure 4: (a) Comparison of measured resonance Raman spectrum15 (1. OCP, 3. RCP) and
calculated SD in the frequency range of 900-1600 cm−1 (2. OCP, 4. RCP). (b) Comparison of the
homogeneous lineshapes of RCP and OCP. Spectra computed using vacuum (c) and QM/AMOEBA
(d) excitation energies; the last ones are compared with experimental spectra.

than the 0-1 band in RCP. An increase in the
vibronic coupling decreases the intensity of the
0-0 and 0-1 bands, making the 0-1 and 0-2
bands roughly equal in intensity. It is neverthe-
less possible that a “red” form of OCPO, which
gives rise to a small red-shifted and broadened
spectral contribution, covers the 0-0 band of the
major absorption band of OCPO.

Conclusions

By combining classical and polarizable
QM/MM dynamics with excited state calcula-
tions, we have explained the intriguing spectro-
scopic analogies and differences between OCPO

and RCP. We have shown that they are due to
a composite action of the protein.

Our results clearly indicate that RCP allows
for a much larger conformational mobility of
the β1 and β2 dihedral angles, while the bind-
ing pocket of OCPO only allows minor fluctua-
tions in the structure of the bound carotenoid.
Our calculations also confirm that the confor-
mation of canthaxanthin in RCP allows for a
much larger conjugation than in OCPO, be-
cause the looser structural constraints of the
embedding cavity allow for a quasi-planar struc-
ture. This fact, already noted from Resonance
Raman spectra9 and in the crystal structures10,
holds true in the configurations extracted from

12



our classical and QM/MM MD trajectories. As
a result of this geometrical effect, a significant
red-shift is observed even without taking the
electrostatic effect of the environment into ac-
count. Moreover, we verified that the differ-
ences in the lineshape can be fully explained
by a combination of vibronic coupling and in-
homogeneous disorder, due to the presence of
different conformations of CAN in the two sys-
tems.

In addition to the different conformational
constraints induced by the two embedding cav-
ities, the atomistic nature of our model al-
lowed us to clarify other important roles of
the protein. From the analysis of the electro-
static and polarization effects of the various
residues, it emerged that in the OCPO cavity
the carotenoid is in an unfavorable configura-
tion for both electrostatic and steric reasons;
however, this is energetically counterbalanced
by the presence of the two strong hydrogen
bonds. On the contrary, the different com-
position of the RCP cavity allows for a more
stable configuration of CAN, due to the favor-
able interactions with many different (charged)
residues and a nearly planar conformation.

Combining all these findings we can finally
propose a new outline for the mechanism of
photoactivation and back-conversion of OCP.
We can infer that the orange form of the com-
plex is the thermodynamically most stable one,
mainly due to the presence of the hydrogen
bonds. As many experiments suggest15,30,41,
upon photoexcitation these two strong inter-
actions are lost (or largely weakened) and, ac-
cording to our results, the other residues of the
cavity can only provide a small stabilization for
the carotenoid. The system should therefore
either evolve through the formation of the red
form, that offers a much more favorable binding
pocket, or reform the two hydrogen bonds. The
low quantum yield (∼1 %) observed for the pro-
cess suggests that the latter case is by far the
most frequent event. The electrostatic differ-
ences between RCP and OCPO here revealed
play a major role in tuning the relative stabil-
ity of OCPO and OCPR that is crucial for the
reversible conversion of the protein. A simple
explanation that rationalizes both experimental

findings and the herein presented data is that
OCPO with hydrogen bonds formed is more sta-
ble than OCPR (as the ability to back-convert
in the dark suggests). Despite the dynamics
of the photo-conversion process is still to be
clarified, it is now evident that when the chro-
mophore undergoes an electronic excitation, the
resulting change in its electronic structure could
be sufficient, even if with the observed low prob-
ability, to initiate a relaxation towards a stable
structural and positional configuration finally
leading to the translocation of the CAN into
the NTD domain and the observed opening of
the protein.

Materials and Methods

System Preparation and Molecular Dy-
namics Initial structures of OCPO and RCP
were taken from the PDB entries 4XB5 and
4XB4, respectively.10 For RCP, one of the
two monomers present in the dimeric struc-
ture was used. For each alternative location of
sidechains, the most populated was kept. Ex-
cept for the CAN molecule, all other cofactors
were deleted. Protonation was assigned using
the H++ software42. The systems were inserted
in a 30 Å wide TIP3P truncated octahedron
water box with a NaCl concentration of 0.15
M using AmberTools 1843. Classical MD was
run using the ff14SB AMBER forcefield44 for
the protein and a DFT-fitted forcefield for the
CAN (see Supporting Information section S2.1
for details). Plain MD runs were started with
a minimization, a 50 ps long NVT heating up
to 50 K and a second heating in NPT ensem-
ble up to 300 K (250 ps) followed by a 750 ps
long equilibration in NPT. Then the production
(about 1 µs for OCPO and 2 µs for RCP) was
run in the NVT ensemble. Geometrical anal-
yses were run using the cpptraj program from
AmberTools 201843 and custom-made python
scripts.

Well-tempered metadynamics simulations
were run from equilibrated snapshots of the
plain MD, following the same heating and
equilibration process as the one described be-
fore. GROMACS v. 2018.445 patched with
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PLUMED 2.446,47 was used. The conversion
between the AMBER and GROMACS file for-
mats was handled with Intermol48. Details of
the bias applied are supplied in the Supporting
Information section S2.3.

Polarizable QM/MM Born-Oppenheimer MD
simulations were run starting from frames of
the plain MD trajectory. Only the protein
and the water molecules within 2.0 Å from the
protein were kept and the simulation was run
in the microcanonical ensemble, after a mini-
mization and a 0.5 ps heating procedure (de-
tails in Supporting Information section S2.4).
The dynamics was propagated with a modi-
fied version of Tinker49,50. For describing the
MM part of the system, we used the polariz-
able AMOEBA FF51 and the QM/AMOEBA
forces were calculated using a modified ver-
sion of Gaussian 16 A.0352 that implements the
Born-Oppenheimer MD as reported by Loco et
al.24,53 The QM part of the system was treated
at the B3LYP/6-31G(d) level.

Electronic Structure Calculations Ex-
cited state energies were calculated on struc-
tures extracted from plain MD simulations af-
ter optimization in the ONIOM scheme54 with
electrostatic embedding. The protein and all
water molecules within 10 Å from the protein
were retained in the MM part and kept frozen,
whereas the QM part comprising the carotanoid
alone was treated at the DFT B3LYP/6-31G(d)
level. The forcefield for the MM part was the
same as for the MD simulations. Excited state
energies were calculated on the optimized struc-
tures at the TD-DFT CAM-B3LYP/6-31+G(d)
level treating the environment (protein, water
molecules, and ions) at the AMOEBA level.23

All calculations were performed with a modified
version of Gaussian 16 A.0352.

Spectra Simulations Excitation energies
were calculated at the same level as above di-
rectly on snapshots of the Born Oppenheimer
MD extracted every 4 fs. Tests with differ-
ent functionals are described in the Support-
ing Information section S6.3. Autocorrelation
functions and their Fourier transforms were
calculated using custom-made python scripts

based on SciPy and NumPy libraries.55 Vi-
bronic absorption lineshapes were computed in
the second order cumulant expansion approach
starting from the spectral densities (details in
Supporting Information section S6.2).

Supporting Information Avail-

able

Analysis of dihedral angle conformation of can-
thaxanthin, zeaxanthin, β-carotene and violax-
anthin and comparison of absorption spectra;
analysis of puckering/dihedral angle correlation
for canthaxanthin; details on simulation pa-
rameters used in classical MD; details on CAN
forcefield reparametrization; analysis of a 1 µs
long classical MD simulation of CAN in vacuo;
details on parameters used in wt-MetaMD sim-
ulations and convergence analysis; details on
QM/AMOEBA Born-Oppenheimer MD simu-
lations; analysis on plain classical MD trajecto-
ries; clustering of CAN conformations; details
on spectral density calculations; normal mode
analysis of HOOP and rock modes of CAN in
RCP and OCP; analysis of correlation of solva-
tochromic shifts and ground state dipoles.
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