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elements set (GEqOE) are employed as a mean to reduce non-linear effects stemming from J2 and higher

order gravity field harmonics. The uncertainty propagation performance of the proposed set of elements in
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on the Mahalanobis distance of the uncertainty distribution. A considerable improvement compared to all
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1 Introduction

The ability to rapidly and accurately propagate the probability density function (pdf) of a space object

in time is key in space situational awareness (SSA). Tracking an Earth orbiting object through subsequent

observation arcs or correctly estimating the probability of collision between two objects sufficiently early in

time, for instance, are operations that require an accurate knowledge of the temporal evolution of a pdf.

The propagation of the pdf that characterizes the uncertainty of the orbital state vector is governed by the

Fokker-Plank Equation [1, pp. 192-202]. This partial differential equation is computationally hard to solve,

which has motivated the use of approximate methods to compute the pdf evolution with reasonable accuracy

and computational cost. A spectrum of possibilities are available in the literature, ranging from very fast

but less accurate linear methods to the highly accurate, yet computationally expensive Monte-Carlo-based

methods. These include Differential Algebra [2], state transition tensors [3, 4], Gaussian Mixture Models

[5, 6], unscented transform (UT) [7], Polynomial Chaos Expansion [8], Line of Variations [9], Kriging [10],

and Gauss von Mises distributions [11] among others. Combinations of different approaches have also been

explored [12]. The common goal of these techniques is to handle the effect of nonlinearities associated with

the perturbed orbital motion resulting in a pdf evolution that can rapidly become far from Gaussian.

Irrespective of the strategy adopted to tackle nonlinear effects, the choice of the mathematical formulation

is a key element when constructing an efficient uncertainty propagation method ([13, 14, 15, 16, 17, 18, 19,

20, 21, 22]). Arguably, before even considering sophisticated algorithms like [2]–[12] one should investigate

how to minimize non-linearities that are intrinsic to the mathematical structure of the propagated set of

ordinary differential equations. A significant step forward in this direction has been made by Horwood et

al [23] and Arisfoff et al. [24], who proposed a set of “J2 equinoctial orbital elements” (J2EqOE) based

on Brouwer-Lyddane’s solution of the main satellite problem. The method allows one to absorb the non-

linearities stemming from the J2 term of the geopotential perturbation and provides a major improvement

in uncertainty realism (UR) compared, for example, to classical equinoctial elements.

The purpose of this article is to test the uncertainty propagation performance of yet another set of elements,

the generalized equinoctial orbital elements (GEqOE), recently introduced by Baù et al. [25], improving and

expanding the work on uncertainty propagation presented in a local workshop [26]. Similarly to Aristoff’s

elements, GEqOE mitigate the negative effect of J2 in the propagation of the orbital state. However, there are

important differences between these two sets of elements. The first is that GEqOE are related to Cartesian

coordinates by transformations expressed in closed analytical form (Sects. 3, 4 in [25]) and evolve according

to a set of clearly defined differential equations of motion (Sect. 5 in [25]). The second is that they can be

constructed accounting for any perturbation deriving from a potential, not just J2. These characteristics
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make the new set of elements particularly appealing for uncertainty propagation in low-Earth orbit and

motivate a detailed analysis of their performance compared with the one of the already proposed J2EqOE.

In this work, the orbital state covariance is propagated linearly without any loss of generality to highlight

the benefit of employing the newly proposed GEqOE formulation; In addition, given the interest in applying

a nonlinear scheme like the ones mentioned above, results obtained with the application of an unscented

transform are also included.

The article is organized as follows. First, a brief review of the generalized orbital motion quantities and

the corresponding orbital elements introduced by Baù et al. [25] is provided for convenience. Next, the

mathematical treatment of the linear uncertainty propagation in GEqOE is developed. A fully analytical

explanation of the reduction, by use of the proposed elements, of uncertainty propagation nonlinearities

associated to secular effects is provided in the subsequent section. Finally, an extensive simulation campaign

is conducted to evaluate the UR of the proposed elements compared to competing sets of elements proposed

in the literature. The test cases, which include orbits of different eccentricities and inclinations and the

impact of low-thrust propulsion, are simulated with a high-fidelity model including high-order geopotential

harmonics and third-body effects.

2 Generalized Orbital Motion Quantities

Let us consider the perturbed two-body problem written in a geocentric inertial reference frame:

r̈ = −µr
r3

+ F(r, ṙ, t), (1)

where r, ṙ, and r̈ are the geocentric position, velocity, and acceleration, respectively. Moreover, r is the

position magnitude, t denotes time, and µ is the gravitational parameter of the Earth.

Following [25], F is split into a term that is derivable from the potential energy U (r, t) and a term P(r, ṙ, t)

that is not:

F = P−∇U . (2)

Next, the total orbital energy E is introduced by adding to the Keplerian energy EK the potential energy U :

E = EK + U =
v2

2
− µ

r
+ U ,

where v is the velocity magnitude.
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By formally replacing the Keplerian energy with the total energy in the momentum-energy relation as

discussed in [25] one obtains the generalized angular momentum

c = r

√
2
(
E +

µ

r

)
− u2 =

√
h2 + 2U r2, (3)

where u and h are the radial velocity and the osculating angular momentum. This new quantity can be

employed to define the generalized angular momentum vector and eccentricity vector as, respectively:

c = c eh,

g =
1

µ
υ × c− er,

where

υ = u er +
c

r
ef ,

is the generalized velocity vector and {er, ef , eh} is the orbital reference frame orthonormal basis.

Denoting by g the generalized eccentricity, that is g = |g|, it is found that g, c, E satisfy the relation

g =
1

µ

√
µ2 + 2E c2 =

√
e2 +

2U

µ2
(h2 + 2E r2), (4)

where e is the osculating eccentricity. The vectors r, υ define at any time (as long as c 6= 0) a non-osculating

ellipse Γ, which lies on the orbital plane and has one focus located at the center of mass of the primary body

of attraction [25]. The semi-major axis of that conic is the generalized semi-major axis (a) and is related to

the osculating semi-major axis (a) by the formula

a = − µ

2E
= a+

µU

2E EK
. (5)

From equations (3), (4), (5) it is immediate to see that c, g, a coincide with their osculating counterparts h,

e, a when U = 0.

Assuming, from now on, that E < 0, one can introduce the generalized mean motion and mean anomaly as,

respectively,

ν =
1

µ
(−2E )

3/2
, (6)

M = ν(t− tp),
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where tp denotes the time of pericenter passage of Γ.

The angular separation between the vectors g and r defines the generalized true anomaly θ which can be

obtained from the relations (analogous to the ones holding for the classical true anomaly)


g cos θ =

c2

µr
− 1,

g sin θ =
cu

µ
.

Similarly, the generalized eccentric anomaly G can be defined from the relations


g cosG = 1− r

a
,

g sinG =
ru
√
µa
.

The generalized Kepler’s equation takes the form

M = G− g sinG.

Let {eX , eY , eh} be the classical equinoctial basis introduced in [27]. The angular separation between the

vectors eX and g, which both lie on the osculating orbital plane, is given by the generalized longitude of

periapsis

Ψ = L− θ, (7)

where

L = ω + Ω + f (8)

is the classical true longitude with ω and Ω denoting the classical argument of pericenter and right ascension

of the ascending node. By means of the angle Ψ, one can introduce the generalized eccentric and mean

longitudes as, respectively,

K = G+ Ψ, (9)

L =M+ Ψ. (10)
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3 Generalized Equinoctial Orbital Elements (GEqOE)

The generalized equinoctial orbital elements (GEqOE) as defined in [25] are constructed on the previously

described generalized quantities g (Eq. 4), ν (Eq. 6), Ψ (Eq. 7), and L (Eq. 10). The six elements read:

ν, p1 = g sin Ψ, p2 = g cos Ψ,

L, q1 = tan
i

2
sin Ω, q2 = tan

i

2
cos Ω.

The elements p1, p2 represent the projections of the generalized eccentricity vector g along the equinoctial

basis unit vectors eY , eX , while the elements q1, q2 are two of the classical equinoctial orbital elements [28],

where i is the orbital inclination. Note that when U = 0, the generalized equinoctial elements coincide with

the alternate equinoctial orbital elements (AEqOE) proposed in [29] and further discussed in Section 5.1.

Similar to the classical equinoctial elements, the GEqOE are singular only for retrograde equatorial orbits.

3.1 Equations of motion

Following [25], the time derivatives of the GEqOE obey

ν̇ = −3

(
ν

µ2

)1/3

Ė , (11)

ṗ1 = p2

(
h− c
r2

+
λ

h
Fh

)
+

1

c

(
X

a
+ 2p2

)
(2U − rFr) +

1

c2
[
Y (r + %) + r2p1

]
Ė , (12)

ṗ2 = −p1
(
λ

h
Fh +

h− c
r2

)
− 1

c

(
Y

a
+ 2p1

)
(2U − rFr) +

1

c2
[
X (r + %) + r2p2

]
Ė , (13)

L̇ = ν +
h− c
r2

+
λ

h
Fh +

1

c

[
1

α
+ α

(
1− r

a

)]
(2U − rFr) +

ruα

µc
(r + %)Ė , (14)

q̇1 =
Y

2h
Fh
(
1 + q21 + q22

)
, (15)

q̇2 =
X

2h
Fh
(
1 + q21 + q22

)
, (16)

where

Ė =
∂U

∂t
+ uPr +

h

r
Pf

and

X = r cosL, Y = r sinL, (17)
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a =
( µ
ν2

)1/3
, % =

c2

µ
, (18)

α =
1

1 + β
, β =

√
1− p21 − p22, λ = Y q2 −Xq1. (19)

Moreover, the terms Fr, Fh, Pr, Pf in the preceding equations are the projections of F and P onto the orbital

reference frame:

Fr = F · er, Fh = F · eh, Pr = P · er, Pf = P · ef , (20)

where the corresponding unit vectors can be conveniently obtained as

er =
1

r
(XeX + Y eY ), ef =

1

r
(XeY − Y eX), eh = er × ef .

Given the initial position r0 and velocity ṙ0 at some time t0 expressed in a suitable inertial reference frame

Σ, the motion can be propagated to the epoch t 6= t0 by first obtaining the corresponding GEqOE initial

conditions (see the conversion formulas in [25], Sect. 3), then integrating Eqs. (11)–(16), and finally converting

back the state expressed in GEqOE at time t to Cartesian coordinates (see the conversion formulas in [25],

Sect. 4).

Remark. The equations of motion (11)–(16) become singular when at least one of the following conditions

is satisfied: r = 0, h = 0, c = 0, a = 0.

4 Linear Propagation of the covariance in GEqOE

In this section we deal with the linear propagation (LP) of the covariance matrix in GEqOE by use of the

propagated state transition matrix.

Note that in general the methods for nonlinear pdf propagation described in the Introduction can be combined

with the GEqOE, boosting their performance or reducing their computational cost.

4.1 State Transition Matrix Propagation

Equations (11)–(16) can be written in vectorial form as

ẏ = f(y, t), (21)

where y = (ν, p1, p2, L, q1, q2)T denotes the state vector expressed in GEqOE.
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An orbit y(t) close to a reference orbit y∗(t) can be propagated linearly in time from an initial epoch t0 as

y(t) ≈ y∗(t) + Φ(t, t0)(y(t0)− y∗(t0)),

where the reference orbit state transition matrix Φ is the solution of the linear Cauchy problem


∂Φ

∂t
=
∂f

∂y
(y∗(t), t) Φ,

Φ(t0, t0) = I,

(22)

with I denoting the 6× 6 identity matrix. The matrix ∂f/∂y can be computed analytically for the GEqOE

as described in Appendix A.

4.2 Linear Propagation of the Covariance and Nonlinear Mapping into Carte-

sian Coordinates

The state transition matrix Φ(t, t0) can be employed for the linear propagation of the covariance matrix in

GEqOE, Py, as

Py(t) = Φ(t, t0)Py(t0) ΦT (t, t0).

In practice, the GEqOE covariance matrix at t0 can be obtained set of coordinates x (e.g. Cartesian elements)

by applying the linear mapping

Py(t0) = J(t0)Px(t0) JT (t0), J =
∂y

∂x
. (23)

‘ The Jacobian matrix J for the case of Cartesian coordinates is given in [25], Sect. 6.2.

After linearly propagating Py(t) until the epoch t, the uncertainty cloud can be mapped back to Cartesian

coordinates by a fully nonlinear transformation employing the element conversion equations in [25], Sect.

4. The whole scheme, which provides a very efficient method for propagating an initial uncertainty cloud

is depicted in Figure 1. It will be shown that this procedure is particularly resilient against perturbation-

driven nonlinear effects hence preserving the UR of the distribution for a longer timespan compared to other

methods.
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Initial covariance in
Cartesian coordinates

Initial covariance in
GEqOE

mapping

Propagated covariance in
GEqOE

linear
propagation

Propagated distribution in
Cartesian coordinates

inverse
mapping

Figure 1: Uncertainty propagation scheme.

5 Mitigation of Nonlinear Effects

In this section a simple mathematical explanation is provided to demonstrate the ability of the newly proposed

uncertainty propagation method to minimize UR losses.

5.1 Keplerian motion

As detailed in [29], when an element-based representation, such as classical equinoctial elements, is employed,

five of the six coordinates evolve linearly (they are actually constant) under Keplerian orbital motion while

the evolution of the time-element coordinate (the mean longitude, in the case of classical equinoctial elements)

is not exactly linear with respect to the other state elements.

After indicating with a∗ the initial (reference) semi-major axis, ` the mean longitude, and assuming an initial

uncertainty in the semi-major axis εa0 , the time evolution of the uncertainty-affected mean longitude for a

Keplerian orbit obeys

`(t) = `0 +

√
µ

(a∗ + εa0)3
(t− t0), (24)

which yields a secular growth of the mean longitude uncertainty:

ε`(t) = `(t)− `(t)|εa0=0 =

(
− 3

2a∗
εa0 +

15

8a2∗
(εa0)2 +O

(
(εa0)3

))
n∗(t− t0), (25)

where n∗(t− t0) is the accumulated mean longitude difference for the nominal (uncertainty free) orbit since

the initial epoch and n∗ is the mean motion of that nominal orbit.

Equation (25) shows that a linear propagation of a pdf expressed in classical equinoctial elements will be

imprecise as a result of the truncation error, growing linearly in time, in the propagation of the mean

longitude.
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As originally proposed in [29], the classical equinoctial elements can be improved by employing the mean

motion as an element in place of the semi-major axis. The resulting elements, coined “alternate equinoctial

orbital elements” (AEqOE), are effective against the above-mentioned nonlinear truncation error.

If the pdf is expressed with respect to the AEqOE, an initial uncertainty in the mean motion variable εn0

corresponds to

`(t) = `0 + (n∗ + εn0 )(t− t0), (26)

ε`(t) = εn0 (t− t0), (27)

providing a time evolution of the mean longitude uncertainty that is perfectly linear with respect to the

initial mean motion uncertainty.

5.2 J2-induced Secular Perturbations

Let us now consider the case of a perturbed orbital motion whose perturbing force is fully derivable from a

potential. In particular, let us consider the effect of the J2 term of the gravity field harmonics. Analogously

to the previous section, we assume an initial semi-major axis uncertainty εa0 .

If the orbital motion is represented in AEqOE, the assumed semi-major axis uncertainty corresponds to a

mean motion uncertainty

εn0 = −3

2

√
µ

a5
εa0 +O

(
(εa0)2

)
.

On the other hand, if the orbital motion is represented in GEqOE, it is possible to show that the assumed

semi-major axis uncertainty corresponds to a generalized mean motion uncertainty

εν0 = −3

2

√
µ

a5
εa0 +O2

(
εa0 , J2

)
.

The previous uncertainties εn0 , εν0 are equal to first order in εa0 . However, their nonlinear contribution to the

evolution of the, respectively, mean motion and generalized mean motion errors, will be here shown to be

different.

Following [30], the expression of the disturbing function after averaging over one orbital period reads

R =
J2R

2n2

4(1− e2)3/2
(2− 3 sin2 i),

where, without complicating the notation, e, i, and n stand here for the mean values of eccentricity, in-

clination, and mean motion, respectively. The mean rate of the mean longitude can be derived from the

10



Lagrange’s planetary equation for −nτ (with τ the time of pericenter passage) wherein the disturbing func-

tion is replaced by R (see [30]):

˙̀ = n+
J2R

2n7/3

µ2/3
λ(e, i), (28)

with

λ =
3

2(1− e2)2

[(
1 +

√
1− e2

)(
1− 3

2
sin2 i

)
+ cos2 i− cos i

]
.

Note that n and i are constant (there are no secular nor long-period variations of these elements under J2

[31]) while e is constant after neglecting J2-induced long-period effects.

Let us consider, for simplicity, the case of a circular equatorial orbit (i = 0, e = 0) and introduce the notation

A =
3R2

2µ2/3
. (29)

Integration of equation (28) yields

` = `0 + n(t− t0)
(
1 + 2n4/3J2A

)
. (30)

After writing the mean motion as the sum of its nominal value and the associated error:

n = n∗ + εn0 ,

and by developing n4/3 (in Eq. 30) in Taylor series with respect to εn0 , the mean longitude error can be

written as

ε` = (t− t0)

[(
1 +

14

3
J2An

4/3
∗

)
εn0 +

(
28

9
J2An

1/3
∗

)
(εn0 )2 +O

(
(εn0 )3

)]
, (31)

which is characterized by a secular growth with a nonlinear dependency on the mean motion error due to

the J2 term.

A similar analysis can be developed for a formulation based on the GEqOE. When the GEqOE are employed,

the generalized mean motion state variable ν is a constant in the J2-only perturbed two-body problem.

Moreover, for an equatorial orbit the potential energy associated with the J2 term yields

U = −J2µR
2

2r3
, (32)
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and the time derivative of the generalized mean longitude becomes (Eq. 14)

L̇ = ν0 +
h− c
r2

+
J2µR

2

2cr3

[
1

α
+ α

(
1− r

a0

)]
, (33)

where α has been defined in (19) and ν0, a0 are the constant values taken by the generalized mean motion

and semi-major axis along the solutions.

Noting from Eqs. (3), (32) that
h− c
r2

=
J2µR

2

2cr3
+O(J2

2 ), (34)

the secular variation (to first order in J2) in generalized mean longitude for a circular equatorial orbit is

given by (see Appendix B)

L = L0 + ν0(t− t0)
(
1 + J2Aν

4/3
0

)
. (35)

Writing the generalized mean motion as the sum of its (constant) nominal value and the associated error:

ν0 = ν∗ + εν0 ,

and expanding ν4/30 (in Eq. 35) in Taylor series with respect to εν0 yields the generalized mean longitude

error

εL = (t− t0)

[(
1 +

7

3
J2Aν

4/3
∗

)
εν0 +

(
14

9
J2Aν

1/3
∗

)
(εν0)2 +O

(
(εν0)3

)]
. (36)

After comparing Eq. (31) with Eq. (36) there appears to be a reduction by a factor of two for the nonlinear

dependency on the mean motion error. This means that the use of the GEqOE has absorbed half of the

J2 nonlinear secular effect on the mean longitude. Indeed, simple tests for circular equatorial orbits have

confirmed an improvement of UR by a factor very close to two. Extending the present analytical treatment

to the much more complex case of non-circular and non-equatorial orbits and/or considering higher order

gravitational potential terms is out of the scope of this paper.

6 Results

To assess the accuracy of the orbital uncertainty propagation expressing the state in a target set of co-

ordinates, a Cramér-von Mises (CvM) test of the Mahalanobis distance distribution is used following the

recent work of Aristoff et al. [24]. This test evaluates whether a covariance matrix, based on a chosen set

of coordinates, is likely to represent the true covariance. For convenience, the process is briefly described in

Algorithm 1. More details can be found in [24].
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The first step consists in propagating the estimated state and the covariance matrix in the coordinates set

of interest. A linear propagation can be adopted for simplicity in order to compare the different state vector

representations. Additionally, the prediction of the state and the covariance matrix are also performed with

an unscented transform.

Subsequently, a sufficiently large number N = 10000 of samples of the initial orbital state distribution are

propagated with a high-fidelity model in Cartesian coordinates and converted into the set of variables being

evaluated. The Mahalanobis distance m of each sample is computed as a function of time from the predicted

mean and covariance of the pdf and the propagated state of the sample. If the true pdf is Gaussian, then

the Mahalanobis distance will follow a chi-squared distribution with 6 degrees of freedom, whose cumulative

distribution function (cdf) is

F (z) = 1− 1

8
exp
(
−z

2
(z2 + 4z + 8)

)
. (37)

The CvM test statistics is calculated by comparing this cdf with the empirical cumulative distribution

function of the true distribution. If the CvM test is satisfied, the two cdf are found to agree and one can

say that the covariance is realistic. For a 99.9 % confidence level, this corresponds to the CvM test statistics

being smaller than a threshold that tends to approximately 1.16 when the number of samples is large enough

[32].

Algorithm 1 Cramér-von Mises test
1: µy(t), Py(t) . predicted mean and covariance

2: for i = 1, . . . , N do

3: xi(t0) . initial covariance sampling

4: xi(t) . true orbit of the sample propagation

5: yi(t) = y(xi(t), t) . conversion to state variables being tested

6: Mi(yi;µy, Py) = (yi − µy)TP−1y (yi − µy) . Mahalanobis distance

7: end for

8: Q = 1
12N . CvM test statistics initialization

9: for j = 1, . . . , N do . in increasing order of the Mahalanobis distance

10: Q = Q+
(
2j−1
2N − F (Mj)

)2
. F is the cdf of a 6D chi-squared

11: end for

12: if Q < Q∗ ≈ 1.16 then

13: covariance is realistic

14: end if

The Cramér-Von Mises test is applied to the proposed GEqOE formulation. For comparison, results for

the J2EqOE elements recently proposed by Aristoff et al. [24] and for the alternate equinoctial elements

(AEqOE) [29] are also shown.
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The following three different test cases are analyzed:

Case 1) LEO from [24],

Case 2) High-Earth orbit (HEO) from [24],

Case 3) super Geostationary transfer orbit (super-GTO).

For each of these three test cases two scenarios are investigated: (a) a ballistic scenario and (b) a constant

low-thrust tangential acceleration scenario. The low-thrust-perturbed scenarios are defined based on mega-

constellation LEO satellites (Case 1) and all-electric satellites maneuvered to GEO (Cases 2 and 3). The

employed control law sets the thrust vector tangent to the nominal trajectory and with constant magnitude

from the initial to the final time of the simulation. In reality, the satellite operator will include coasting

arcs in his operational plan and the optimal control strategy may deviate from a simple tangental control

law. Nevertheless, for simplicity and prompt reproducibility of our results, complex control laws are not

considered in our test cases. Note that in practical applications new measurements are obtained, leading

to a sequential update of the estimated distribution which is readily available to the owner/operator of a

specific satellite and possibly distributed to other parties as well. Nevertheless, it is still relevant to study

how such covariance would evolve without considering new measurements in case these updates were not

available.

For the LEO case, the thrust magnitude and the spacecraft mass are set to 15mN and 260 kg, respectively,

based on realistic estimates for Starlink satellites¶. For the HEO and super-GTO, 165mN and 2200 kg were

used in line with published figures for the Eutelsat 115 West B satellite‖.

The initial orbital conditions are shown in Table 1, where all the elements are expressed in the Earth-centered

J2000 frame. The initial epoch is 2021 October 20 00:00:00 TDB and the initial covariance in equinoctial

orbital elements∗∗ is given in Table 2.

The orbital states are propagated using Matlab’s ode113 (Adams–Bashforth–Moulton predictor corrector

method with variable order between 1 and 13). The relative and absolute tolerance of the propagator is set

to 10−14 for the propagation of the sampled states, and 10−10 for the linear propagation and UT. The state

transition matrix of the linear propagation in GEqOE is computed using the variational equations provided
¶A nominal 260 kg wet mass has been assumed based on NASA Space Science Data Coordinate Archive (https://nssdc.

gsfc.nasa.gov/nmc/spacecraft/display.action?id=2019-074D). In addition, a roughly estimated 15mN thrust after fitting
TLE data of Starlink satellites during their spiral up phase has been considered.

‖Based on TLE data, Eutelsat 115 West B was boosted from a ≈ 70000 km apogee super-GTO to a GEO from March to
October 2015. The satellite employed a XIPS-25 propulsion system of ≈ 165mN maximum thrust capability with an estimated
wet mass of 2200 kg [33].

∗∗Note that P1, P2, ` are the osculating orbital elements corresponding to the GEqOE p1, p2, L, and coincide with them if
U = 0.
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Table 1: Initial orbital elements for Cases 1, 2, 3. Angles are in degrees.

a (km) e i Ω ω M

1) 7136.6 0.00949 72.9 116 57.7 105.5

2) 26628.1 0.742 63.4 120 0 144

3) 38200.0 0.8167539267 25 120 0 0

Table 2: Initial covariance in equinoctial orbital elements for Cases 1, 2, 3.

σa (km) σP1
σP2

σq1 σq2 σ` (deg)

1) 20 10−3 10−3 10−3 10−3 10−2

2) 2 10−4 10−4 10−4 10−4 7
900

3) 2 10−4 10−4 10−4 10−4 7
900

in Appendix A. On the other hand, the state transition matrix for the formulations AEqOE and J2EqOE is

computed from that in GEqOE using the Jacobian of the corresponding transformations.

All scenarios consider luni-solar gravitational perturbations as forces not included in the potential energy U

embedded in the GEqOE, as recommended in [25]. The positions of these celestial bodies are obtained from

the JPL DE430 ephemeris. The Earth gravitational field is modeled following the Grace gravity model 05

GGM05C [34] truncated to the 8th degree and order, and all its terms except for the point mass potential

are included in the potential energy. The Earth-centered Earth-fixed coordinate system (ECEF) is set

as ITRF93. The calculation of the Earth gravitational potential, its gradient and Hessian in ECEF are

performed following the method of Cunningham and Metris [35, 36]. The details about the procedure to

include the Earth gravitational potential in the GEqOE formulation are described in Appendix C.

Figures 2 and 3 show the CvM test statistics of the predicted distributions by LP and UT, respectively, as a

function of time for the ballistic scenario of Case 1. This case was analyzed by Aristoff et al. [24] and features

a relatively-low initial orbit accuracy (see Table 2). As Aristoff et al. showed, the J2EqOE formulation can

represent the real orbit uncertainty longer than simpler methods like AEqOE that do not account for the

J2 perturbation. When employing LP, the CvM test fails before 5 orbital periods in J2EqOE, and before

2 orbital periods in AEqOE. The newly proposed GEqOE formulation can further extend the covariance

realism to almost 7 orbits. If the prediction is performed using UT, the covariance realism in GEqOE is

maintained for almost one additional orbit, while only marginal improvements are achieved by J2EqOE and

AEqOE.
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Figure 2: CvM test statistics for Case 1 (ballistic) with LP.
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Figure 3: CvM test statistics for Case 1 (ballistic) with UT.

The UR improvement of the GEqOE formulation can be partly reduced if a significant acceleration that

cannot be included in the potential energy U perturbs the trajectory, as shown in Figs. 4 and 5. When this

is the case, the performance of J2EqOE and GEqOE differs only by a small fraction of the orbital period

and which one offers the best results despends on the particular scenario.
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Figure 4: CvM test statistics for Case 1 (low-thrust) with LP.
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Figure 5: CvM test statistics for Case 1 (low-thrust) with UT.

Ballistic Case 2 was also analyzed by Aristoff et al. [24], and it was pointed out that the realism was lost

near the periapses. This was confirmed by our simulations as seen in Figs. 6 and 7. When employing LP,

AEqOE loses realism after a few orbits, while it takes approximately 7 revolutions for J2EqOE. Remarkably,

using the GEqOE formulation, the UR can be prolonged to about 16 orbits in this case. If the uncertainty is
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propagated with UT instead, no major improvement is seen for J2EqOE, while the UR in GEqOE variables

is extended for another 2 orbits.
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Figure 6: CvM test statistics for Case 2 (ballistic) with LP.
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Figure 7: CvM test statistics for Case 2 (ballistic) with UT.

Figures 8 and 9 show the effect of adding a tangential thrust to Case 2. The GEqOE formulation can

conserve the UR up to about 10 orbits, while in the J2EqOE variables this is reduced to about 6 orbits.
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By applying UT, the number of revolutions until the UR is lost for the GEqOE is increased by one up to

about 11 orbits. A larger improvement from 6 to 8 orbital periods is shown by the J2EqOE because the

uncertainty propagation with UT can better describe the dynamics around the 6th periapsis which was the

earliest time in which the CvM test failed when using LP.
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Figure 8: CvM test statistics for Case 2 (low-thrust) with LP.
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Figure 9: CvM test statistics for Case 2 (low-thrust) with UT.
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The results for Case 3 are shown in Figs. 10 and 11 for the ballistic scenario, and in Figs. 12 and 13 for the

low-thrust scenario. The results are similar to the previous case and GEqOE shows a better performance

than the other methods. In particular, the covariance realism is conserved for about 14 orbits in the absence

of thrust, which is approximately double than the J2EqOE: 6 orbits with LP and 7 orbits with UT. If the

propulsion system is active through the propagation period, GEqOE (9 orbits) can still better predict the

distribution than J2EqOE (7 orbits) with both LP and UT
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Figure 10: CvM test statistics for Case 3 (ballistic) with LP.
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Figure 11: CvM test statistics for Case 3 (ballistic) with UT.
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Figure 12: CvM test statistics for Case 3 (low-thrust) with LP.
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Figure 13: CvM test statistics for Case 3 (low-thrust) with UT.

The six scenarios are summarized in Tables 3 and 4. The last column labeled as GEqOE(J2) displays the

UR obtained by the GEqOE when only the J2 term is included in the potential energy. This result, not

shown in the plots for clarity, highlights the benefit of embedding higher order terms of the geopotential

into the definition of the GEqOE especially for high eccentricity orbits where the improvement in realism

can be dramatic. Note that the higher order terms of the geopotential and the luni-solar perturbations

were still included in the propagation when testing GEqOE(J2). Its performance with respect to J2EqOE

depends on each scenario since the underlying mathematical formulation to mitigate the J2 is different.

We recommend including higher order terms of the geopotential to maximize the accuracy of GEqOE in

uncertainty prediction.

Table 3: Number of revolutions for the CvM test before failure with LP.

Case/Scenario AEqOE J2EqOE GEqOE GEqOE(J2)

1/a (LEO, ballistic) 1.54 5.57 6.42 4.84

1/b (LEO, low-thrust) 1.54 4.70 4.61 4.61

2/a (HEO, ballistic) 1.99 6.94 15.91 5.97

2/b (HEO, low-thrust) 2.60 5.63 9.70 7.66

3/a (super-GTO, ballistic) 2.98 6.95 13.90 6.95

3/b (super-GTO, low-thrust) 2.99 7.05 9.10 7.05
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Table 4: Number of revolutions for the CvM test before failure with UT.

Case/Scenario AEqOE J2EqOE GEqOE GEqOE(J2)

1/a (LEO, ballistic) 1.77 5.73 7.61 5.67

1/b (LEO, low-thrust) 1.77 4.65 4.71 4.63

2/a (HEO, ballistic) 2.97 6.96 17.90 6.96

2/b (HEO, low-thrust) 2.60 7.65 10.73 7.66

3/a (super-GTO, ballistic) 2.98 5.96 13.90 5.96

3/b (super-GTO, low-thrust) 2.99 7.05 9.10 7.05

7 Conclusions

A new linear uncertainty propagation scheme based on a set of generalized equinoctial orbital elements

(GEqOE) has been proposed and shown to be superior, in terms of uncertainty realism (UR), to all other

linear propagation methods proposed so far. A UR improvement, computed with a Mahalanobis distance

Cramér-von Mises test, of more than at least 15% is obtained with respect to the J2 equinoctial orbital

elements (J2EqOE) for different classes of ballistic Earth orbits. A key result of the article concerns the

influence of higher order geopotential harmonics in degrading UR and the possibility of drastically reducing

this effect by the use of GEqOE. It is seen that when harmonics terms of higher order than J2 are embedded in

the definition of the GEqOE, a considerable improvement in UR is observed for all Earth-orbiting scenarios

analyzed. The improvement becomes dramatic when highly eccentric orbits are considered. Finally, the

analysis of the impact of a continuous tangential low-thrust acceleration on the UR of different classes

of Earth orbits considering full-thrust capability of state-of-the-art electric propulsion systems suggests a

small, although not negligible reduction in UR for all cases. Nevertheless, GEqOE retain their advantage

over competing sets of elements even for low-thrust-perturbed orbits.

While the GEqOE uncertainty propagation scheme investigated in this article employs a linear model for

maximizing the computational efficiency, the orbital uncertainty was also propagated with unscented trans-

form showing a further improvement of UR in GEqOE.
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A Computation of ∂f/∂y

In the following, the elements of the 6 × 6 matrix ∂f/∂y are computed, where f(y, t) and y have been

introduced in Section 4. For this purpose, it is useful to define the function f(y, a, b, t):

f(y, a(y, t), b(y, t), t) = f(y, t),
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where

a = (r, u, h, c, L)T ,

b = (Ut, Pr, Pf , Fh, S)T ,

with

Ut =
∂U

∂t
, S = 2U − rFr.

Recall that L is the true longitude (Eq. 8) and Fr, Fh, Pr, Pf are defined in Eq. (20).

The components of f are given by equations (11)–(16). One has

∂f

∂y
=
∂f

∂y
+
∂f

∂a

∂a

∂y
+
∂f

∂b

∂b

∂y
. (38)

The following subsections deal with the computation of the matrices that appear on the right-hand side of

(38).

It is useful to define the quantities

σ1 = p2 + cosL, σ2 = p1 + sinL,

σ3 = sinL+ ςσ1, σ4 = cosL+ ςσ2,

ς =
r

%
, ς̃ = 1 +

r

%
,

where % is defined in (18).
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A.1 ∂f/∂y

The six rows of this matrix are given by††:

∂f1
∂y

= −
(

1

µν

)2/3

Ė (1, 0 , 0 , 0 , 0 , 0),

∂f2
∂y

=
( 2X

3µβ
S,

r2

c2
Ė ,

h− c
r2

+
λ

h
Fh +

2

c
S, 0, −Xp2

h
Fh,

Y p2
h
Fh

)
,

∂f3
∂y

=
(
− 2Y

3µβ
S, −λ

h
Fh −

h− c
r2
− 2

c
S,

r2

c2
Ė , 0,

Xp1
h

Fh, −
Y p1
h
Fh

)
,

∂f4
∂y

=
(

1− 2αr

3µβ
S,

∂f4
∂p1

,
∂f4
∂p2

, 0,−X
h
Fh,

Y

h
Fh

)
,

∂f5
∂y

=
(

0, 0, 0, 0,
Y q1
h
Fh,

Y q2
h
Fh

)
,

∂f6
∂y

=
(

0, 0, 0, 0,
Xq1
h

Fh,
Xq2
h

Fh

)
,

where
∂f4
∂pi

=

[
ruc

µ2
ς̃Ė +

(
1− r

a
− 1

α2

)S
c

]
α2pi
β

, i = 1, 2.

The definitions of X, Y are given in (17) and those of α, β, λ in (19).

A.2 ∂f/∂a

The six rows of this matrix are given by:

1st row
∂f1
∂a

= −3
( ν
µ2

)1/3(
− h

r2
Pf , Pr,

1

r
Pf , 0, 0

)
;

††Here Yi denotes the i-th component of the vector Y.
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2nd row

∂f2
∂a1

=

[
λ

h
Fh −

2(h− c)
r2

]
p2
r

+
cosL

ca
S +

1

µ
[σ3(Ut + uPr) + ςσ2Ė ],

∂f2
∂a2

=
rσ3
µ
Pr,

∂f2
∂a3

=

(
1

r2
− λ

h2
Fh

)
p2 +

σ3
µ
Pf ,

∂f2
∂a4

= −p2
r2
− 1

c2

[(
X

a
+ 2p2

)
S +

2r2σ2
c

Ė

]
,

∂f2
∂a5

= (q1 sinL+ q2 cosL)
rp2
h
Fh −

Y

ca
S +

Xς̃

µ
Ė ;

3rd row

∂f3
∂a1

=

[
2(h− c)
r2

− λ

h
Fh

]
p1
r
− sinL

ca
S +

1

µ
[σ4(Ut + uPr) + ςσ1Ė ],

∂f3
∂a2

=
rσ4
µ
Pr,

∂f3
∂a3

=

(
λ

h2
Fh −

1

r2

)
p1 +

σ4
µ
Pf ,

∂f3
∂a4

=
p1
r2

+
1

c2

[(
Y

a
+ 2p1

)
S − 2r2σ1

c
Ė

]
,

∂f3
∂a5

= −(q1 sinL+ q2 cosL)
rp1
h
Fh −

X

ca
S − Y ς̃

µ
Ė ;

4th row

∂f4
∂a1

= −2(h− c)
r3

+
λ

rh
Fh +

ucα

µ2

[
ς̃(Ut + uPr) + ς Ė

]
− α

ca
S,

∂f4
∂a2

=
rcα

µ2
ς̃(Ė + uPr),

∂f4
∂a3

=
1

r2
− λ

h2
Fh +

ucα

µ2
ς̃Pf ,

∂f4
∂a4

= − 1

r2
+
ruα

µ2
(1− ς)Ė −

[
1

α
+ α

(
1− r

a

)] S
c2
,

∂f4
∂a5

=
r

h
(q1 sinL+ q2 cosL)Fh;
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5th row
∂f5
∂a

=
Fh
2h

(1 + q21 + q22)
(

sinL, 0, −Y
h
, 0, X

)
;

6th row
∂f6
∂a

=
Fh
2h

(1 + q21 + q22)
(

cosL, 0, −X
h
, 0, −Y

)
.

A.3 ∂a/∂y

The five rows of this matrix are given by:

1st row
∂a1
∂y

=
(
− 2r

3ν
, −u

ν
cosK − a sinK, u

ν
sinK − a cosK, u

ν
, 0, 0

)
;

2nd row

∂a2
∂y

=

(
u

3ν
,

1

rν

(
u2 − µ

r

)
cosK +

ua
r

sinK, 1

rν

(µ
r
− u2

)
sinK

+
ua
r

cosK,
√
µa
r

(a
r
− 1
)
− u2

rν
, 0, 0

)
;

3rd row
∂a3
∂y

=
1

h

(
c
∂a4
∂y
− 2rU

∂a1
∂y
− r2 ∂U

∂y

)
;

4th row
∂a4
∂y

=

(
−a2β

3
, −
(µ2

ν

)1/3 p1
β
, −
(µ2

ν

)1/3 p2
β
, 0, 0, 0

)
;
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5th row

∂a5
∂ν

=
∂a5
∂q1

=
∂a5
∂q2

= 0,

∂a5
∂p1

=
a
r

[
α
(a
r

cosK − ruαp1
c

)(1

ς
− 1
)
− Y uα
√
µa

− cosL− a
r

cosK cos(L−K)
]
,

∂a5
∂p2

=
a
r

[
−α
(a
r

sinK +
ruαp2
c

)(1

ς
− 1
)
− Xuα
√
µa

+ sinL+
a
r

sinK cos(L−K)
]
,

∂a5
∂L

=
a2

r2

[
α
(r

a
− 1
)(1

ς
− 1
)

+ cos(L−K)
]
.

The quantity K can be computed as described in [25], Sect. 4. For the computation of ∂U /∂y see Sect. A.5.

A.4 ∂f/∂b

The six rows of this matrix are given by:

1st row
∂f1
∂b

= −3
( ν
µ2

)1/3(
1, u,

h

r
, 0, 0

)
;

2nd row

∂f2
∂b

=

(
r

µ
σ3,

ru

µ
σ3,

h

µ
σ3,

λp2
h
,

1

c

(
X

a
+ 2p2

))
;

3rd row

∂f3
∂b

=

(
r

µ
σ4,

ru

µ
σ4,

h

µ
σ4, −

λp1
h
, −1

c

(
Y

a
+ 2p1

))
;

4th row

∂f4
∂b

=

(
rucα

µ2
ς̃ ,

ru2cα

µ2
ς̃ ,

uhcα

µ2
ς̃ ,

λ

h
,

1

c

[
1

α
+ α

(
1− r

a

)])
;
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5th row
∂f5
∂b

=

(
0, 0, 0,

Y

2h
(1 + q21 + q22), 0

)
;

6th row
∂f6
∂b

=

(
0, 0, 0,

X

2h
(1 + q21 + q22), 0

)
.

A.5 ∂b/∂y

Let

x = (x, y, z, ẋ, ẏ, ż)T

be the set of Cartesian coordinates of the position r and velocity ṙ of the propagated body with respect to

an inertial reference frame Σ. In order to compute ∂b/∂y the chain rule is applied:

∂b

∂y
=
∂b

∂x

∂x

∂y
.

Note that the matrix ∂x/∂y is provided in [25], Sect. 6.1. The first row of the matrix ∂b/∂x is

∂b1
∂x

=

(
∂Ut

∂r
, 0, 0, 0

)
.

Regarding the other rows one has:

2nd row
∂b2
∂x

= eTr
∂P

∂x
+ PT

∂er
∂x

,

3rd row
∂b3
∂x

= eTf
∂P

∂x
+ PT

∂ef
∂x

,

4th row
∂b4
∂x

= eTh
∂F

∂x
+ FT

∂eh
∂x

,

5th row
∂b5
∂x

= 2
∂U

∂x
− ∂r

∂x
Fr − r

(
eTr
∂F

∂x
+ FT

∂er
∂x

)
,

where the two vectors F and P (introduced in Eqs. 1, 2) are expressed in Σ and

∂r

∂x
= (eTr , 0, 0, 0),
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∂er
∂r

= − 1

r3
R2,

∂er
∂ṙ

= O3,

∂ef
∂r

=
1

rh

(
u

r
R2 +

1

h2
HCHT

)
,

∂ef
∂ṙ

= − 1

rh

(
R2 +

1

h2
HBHT

)
,

∂eh
∂r

=
1

h2
(H ṙ) eTh ,

∂eh
∂ṙ

= − r
h
efe

T
h ,

with O3, I3 denoting the null and identity 3× 3 matrices, respectively, and

R =



0 −z y

z 0 −x

−y x 0


, H =



0 −h3 h2

h3 0 −h1

−h2 h1 0


,

C = ṙrT , B = rrT ,

h1 = yż − zẏ, h2 = zẋ− xż, h3 = xẏ − yẋ.

Moreover, for a generic vector Y one has

∂Y

∂x
=

(
∂Y

∂r
| ∂Y
∂ṙ

)
.

Finally, assuming that U is a function of r and possibly of time, one has

∂U

∂y
=
∂U

∂r

∂r

∂y
,

where ∂r/∂y is given in [25], Sect. 6.1.

B Secular evolution of L under the effect of J2

From Eqs. (33), (34) one can write, for an equatorial orbit

L̇ = ν0 +
J2µR

2

2cr3

[
1 +

1

α
+ α

(
1− r

a0

)]
, (39)

where terms of order higher than one in J2 have been neglected in Eq. (34). Let the mean value of the

eccentricity e be equal to zero. Then, from Eq. (4) one can assume that the mean generalized eccentricity is
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also zero, which implies α = 1/2, c =
√
µa0, r = a0. After applying these substitutions, Eq. (39) reduces to

L̇ = ν0 +
3J2µR

2

2a30
√
µa0

,

where the symbol L̇ denotes now the secular rate of the generalized mean longitude. Using the first relation

in (18) and the definition of A in (29) one finds

L̇ = ν0 +
3J2R

2ν
7/3
0

2µ2/3
= ν0

(
1 + J2Aν

4/3
0

)
,

which can be integrated to give Eq. (35).

C Partial derivatives of the spherical harmonics potential

Multiple algorithms exist to compute the potential of the spherical harmonics perturbation and its derivatives.

A non-exhaustive list includes the methods of Legendre, Clenshaw, Pines and the one used in this work,

Cunningham-Metris. A comparison of these methods is presented in [37]. All of them are naturally defined

in ECEF coordinates, and can provide the potential and its first and second derivatives with respect to the

ECEF Cartesian position. In order to propagate the orbital state and the state transition matrix in the

GEqOE space one has to compute

∂U

∂rECI
,

∂U

∂t
,

∂2U

∂r2ECI
,

∂

∂rECI

(
∂U

∂t

)
, (40)

where rECI denotes the position of the propagated body expressed in the Earth-centered inertial frame

(ECI). The first two terms in (40) appear in the equations of motion, while the other two are needed for the

propagation of the state transition matrix.

The Cartesian state vector x can be rotated from ECI to ECEF as

xECEF =


R(t) O3

Ṙ(t) R(t)

xECI,

where R is the rotation matrix from ECI to ECEF and O3 is the 3× 3 null matrix.
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The first term in (40) is used to calculate F :

∂U

∂rECI
=

∂U

∂rECEF
R.

The second term can be obtained as the time derivative of U (t) = U (rECI(t)) after expressing the ECI

position in ECEF coordinates:
∂U

∂t
=

∂U

∂rECEF
ṘRTrECEF.

The third term contributes to ∂F/∂x in Section A.5, and reads

∂2U

∂r2ECI
= RT ∂2U

∂r2ECEF
R.

The last term in (40), which is the first component of ∂b1/∂x (see Sect. A.5), is given by

∂

∂rECI

(
∂U

∂t

)
= RT ∂2U

∂r2ECEF
ṘRTrECEF +

∂U

∂rECEF
Ṙ.
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