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A B S T R A C T   

The primary objective of Economic Load Dispatch (ELD) is to determine the most efficient distribution of power 
among generating units while considering various constraints, such as minimum and maximum power output, 
transmission line capacity, and reserve requirements. By solving the ELD problem, power system operators can 
minimize the overall operating cost of the power system and enhance its efficiency, which has far-reaching 
implications for sustainable energy management and resource allocation. However, because of the non-convex 
nature of the ELD problem, finding the global optimum solution poses a significant challenge. Consequently, 
several optimization techniques, such as metaheuristics, have been developed in order to address this type of 
problems. By iteratively exploring the solution space, metaheuristics offer a higher likelihood of finding near- 
optimal solutions, even in the presence of multiple local optima. This research introduces an enhanced social 
network search (ESNS) algorithm as an improvement over the existing social network search (SNS) algorithm, 
aiming to achieve the aforementioned objectives. The core of the SNS algorithm is driven by the social network 
users’ dialogue, imitation, creativity, and disputation moods. The proposed ESNS algorithm builds upon the SNS 
approach by enhancing its search capability, particularly around the best potential solution. The primary goal is 
to improve the algorithm’s ability to explore global search possibilities while avoiding being trapped in locally 
optimal solutions. The performance of ESNS has been tested in the 23 benchmark test suits, and its superiority 
against SNS and other recent algorithms has been verified. Moreover, To evaluate the effectiveness of the pro-
posed ESNS algorithm, it is applied to four standard test systems comprising 11-, 15-, 40-, and 110-unit test 
systems. The results demonstrate that the ESNS algorithm outperforms other optimization algorithms in terms of 
solution quality and convergence speed. These findings suggest that the ESNS algorithm holds significant 
promise as a valuable tool for researchers and power system operators in addressing the economic dispatch 
problem. Overall, the ESNS technique presents a promising result to this complex challenges. Its capability to 
handle multiple constraints and its superior performance compared to other recent algorithms make it a valuable 
addition to the existing set of tools available for solving ELD.   

1. Introduction 

Economic Load Dispatch (ELD) plays a vital role in the economic 
operation of power systems. It involves the optimization of active power 
generation units to meet the system’s total load demand while mini-
mizing costs and adhering to various operational constraints [1]. ELD is 
an essential problem in power system economics as it helps utility 
companies and system operators make efficient power generation and 

allocation decisions. The primary objective of ELD is to allocate the 
optimal load generation to different power units within the system in 
order to minimize the overall generation costs. This involves deter-
mining the most cost-effective combination of power generation from 
different sources, such as thermal power plants, hydroelectric plants, 
and renewable energy sources [2]. By optimizing the generation 
schedule, ELD enables power system operators to strike a balance be-
tween meeting the electricity demand and minimizing production costs. 
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ELD considers various constraints and factors that affect power gener-
ation, such as the capacity limits of each unit, transmission line losses, 
reserve requirements, and environmental considerations. These con-
straints ensure that the ELD solution is feasible and reliable in practical 
implementation [3]. 

Global optimization methods refer to algorithms and techniques 
designed to find the global optimum solution for the optimization 
problems. Global optimization seeks the best solution across the entire 
feasible solution space, considering all possible solutions. Common 
global optimization methods include genetic algorithms, simulated 
annealing, particle swarm optimization, ant colony optimization, dif-
ferential evolution, and among others. The choice of method depends on 
the specific characteristics of the optimization problem. 

Developing global optimization methods involves creating algo-
rithms and techniques designed to find the optimal solution of an opti-
mization problem across its entire solution space, rather than just a local 
optimum. Developing global optimization methods poses several chal-
lenges due to the complex nature of optimization problems and the need 
to find solutions that are not only locally optimal but also globally 
optimal. Addressing these challenges often involves a combination of 
heuristic techniques, metaheuristic algorithms, and intelligent strategies 
for balancing exploration and exploitation. It requires a deep under-
standing of the problem domain and careful consideration of the specific 
characteristics of the optimization problem at hand. Researchers 
continually strive to develop novel algorithms that can efficiently 
navigate complex, high-dimensional, and non-convex solution spaces to 
find globally optimal solutions. 

The objective function of ELD aims to minimize the total generation 
cost, which includes fuel costs, start-up costs, and operational costs 
while satisfying the demand–supply balance. The field of ELD has wit-
nessed extensive research and development, leading to the emergence of 
numerous optimization algorithms and computational techniques [4]. 
Various optimization techniques and algorithms have been developed, 
such as linear programming, quadratic programming, genetic algo-
rithms, particle swarm optimization, and simulated annealing. These 
methods help in finding the optimal generation schedule that meets the 
load demand while considering the economic and operational con-
straints [1]. 

In recent years, various optimization algorithms have been exten-
sively utilized to address the Economic Load Dispatch (ELD) problem. 
These algorithms aim to find the optimal solution for ELD by efficiently 
allocating and dispatching power generation units while considering the 
associated constraints and objectives. Among these algorithms, particle 
swarm optimization (PSO) [5] and its related techniques [6–9], teaching 
learning based optimization (TLBO) [10], weight-enhanced particle 
swarm optimization (WEPSO) [11], multigroup marine predator algo-
rithm (MGMPA) [12], salp swarm algorithm (SSA) [13], backtracking 
search optimization (BSO) [14], improved slime mould algorithm 
(ISMA) [15], Chaotic slime mould algorithm (CSMA) [16], constrained 
cooperative adaptive multi-population differential evolutionary 
(CCAMDE) technique [17], artificial cooperative search (ACS) algorithm 
[18], evolutionary programming (EP) [19], ant lion optimizer (ALO) 
[20], one rank cuckoo search algorithm (ORCSA) [21], modified Sym-
biotic Organisms Search algorithm (MSOS) [22], oppositional real 
coded chemical reaction optimization (ORCCRO) [23], adaptive 
charged system search algorithm (ACSS) [24], chemical reaction opti-
mization (CRO) [25], enhanced moth-flame optimizer (EMFO) [26], 
search group optimization (SGO) [27], Distributed auction optimization 
algorithm (DAOA) [28], Kho-Kho optimization (KKO) algorithm [29], 
Ameliorated grey wolf optimization algorithm (AGWO) [30], Indicator 
& crowding distance-based evolutionary algorithm [31], artificial 
cooperative search algorithm (ACS) [18], Colonial competitive differ-
ential evolution [32], Franklin’s and Coulomb’s laws theory optimizer 
(CFA) [33], and modified crow search algorithm (MCSA) [34] have been 
prominently employed. 

Similarly, an eagle-strategy supply–demand-based optimization 

technique with chaotic (ESCSDO) improved using eagle strategy with 
ten chaotic maps [4]. its efficiency has been tested on ELD problems 
with four power systems. A clustering cuckoo search optimization 
(CCSO) algorithm was suggested to solve the ELD problem using a 
clustering mechanism to improve the searching balance between 
exploration and exploitation of each solution in [35]. The CCSO was 
applied on five different test systems, namely, 6 unit, 10 unit, 11 unit, 13 
unit, 15 unit, and 40 unit systems by considering the constraints such as 
transmission losses and valve-point loading. In [36], the authors have 
enhanced the exploration and convergence capability of original TLBO 
by introducing the idea of quasi-oppositional-based learning to solve the 
ELD problem. In [37], a relative study of five soft computing algorithms, 
namely, differential evolution (DE), PSO, evolutionary programming 
(EP), genetic algorithm (GA), and simulated annealing (SA), was sug-
gested for dynamic ELD problem by taking into consideration the con-
straints including generator ramp rate limits. 

Despite the significant advantages, the addressed algorithms suffer 
from some drawbacks such as premature convergence and getting stuck 
in the local optimal points. One of the solutions to deal with these 
challenges and increase the accuracy and robustness of the algorithms is 
to modify, improve or hybridize them with other algorithms/methods 
[38]. The hybrid metaheuristics are the recent trend in the optimization 
domain and are heavily used for ELD due to their efficient optimization 
structure and powerful performance [39]. In The hybrid capuchin 
search algorithm with gradient search algorithm (CSGSA) algorithm, a 
memory element was added to this algorithm to ameliorate its position 
and velocity update mechanisms in order to exploit the most encour-
aging candidate solutions [40]. two adaptive parametric functions were 
used to manage the exploration and exploitation features of this algo-
rithm and balance them appropriately. Several hybrid metaheuristics 
are proposed for ELD problems such as hybrid artificial algae algorithm 
[41], hybrid grey wolf optimizer (HGWO) [42], hybrid differential 
evolution [43], hybrid salp optimization algorithm [44], the adaptive 
simulated annealing (ASA) and genetic algorithms (GA) [45], hybrid DE 
and PSO techniques (DEPSO) [46], Greedy Randomized Adaptive 
Search Procedure (GRASP) algorithm and DE algorithm [47], Differen-
tial Evolution-Crossover Quantum Particle Swarm Optimization (DE- 
CQPSO) algorithm [48], etc. 

These optimization algorithms provide efficient and effective means 
to handle the complexity of the ELD problem. By leveraging computa-
tional intelligence and search strategies inspired by natural phenomena, 
these algorithms explore the solution space and converge toward 
optimal or near-optimal solutions. They consider various factors, 
including generation costs, load demand, transmission constraints, and 
environmental factors, to achieve the best allocation and dispatch of 
generation units. The successful implementation of ELD can lead to 
significant benefits for power system operators, including reduced 
operating costs, improved fuel efficiency, enhanced system reliability, 
and a more sustainable energy mix. It also promotes the integration of 
renewable energy sources by optimizing their utilization and mini-
mizing the reliance on fossil fuel-based generation. 

Despite the extensive research conducted on different types of ELD 
problems, the inherent complexities of the search space demand the 
progress of more advanced optimization tools to attain highly optimal 
solutions. In this paper, particular attention is given to a non-convex 
continuous model of the ELD problem. This model incorporates the 
quadratic fuel cost of each generator, both with and without Valve Point 
Loading Effects (VPLEs). The problem is subject to power balance con-
straints and thermal generator limits, which reflect the limitations of the 
power system. The ELD problem is highly intricate, involving multiple 
variables and constraints. The objective is to minimize the overall fuel 
cost of power generation while fulfilling the demand for electrical load. 
However, due to non-convexities and the interplay of various factors, 
traditional optimization techniques may struggle to provide optimal or 
near-optimal solutions. Hence, there is a need for more sophisticated 
optimization tools that can effectively navigate the complex search 
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space and consider the dynamic characteristics of power generation 
units. By developing improved optimization techniques, researchers aim 
to enhance the accuracy and efficiency of ELD solutions, leading to cost 
savings and improved operational performance in power systems. 

In this study, the non-convex continuous model of the ELD problem is 
addressed, taking into account the quadratic fuel cost function and 
considering the power balance and thermal generator limitations. By 
formulating the problem in this manner, researchers can explore 
advanced optimization methods that can handle the non-linear and non- 
convex nature of the ELD problem more effectively. The development of 
better optimization tools for the ELD problem is crucial for power system 
operators and planners to make informed decisions regarding the allo-
cation and dispatch of power generation resources. By achieving more 
optimal solutions, it becomes possible to minimize fuel costs, improve 
the economic efficiency of power generation, and ensure the reliable and 
stable operation of the power system. By addressing the complexities of 
the ELD problem and developing more advanced optimization tech-
niques, this research aims to contribute to the optimization and eco-
nomic efficiency of power systems. It strives to enhance the 
understanding of the ELD problem and provide valuable insights that 
can drive improvements in power system operation and planning. 

According to the ’No free lunch theorems for optimization,’ it is not 
feasible to determine which optimization technique will consistently 
achieve the global optimum for all optimization problems [49 50]. 
Recently, a novel optimization technique called the Social Network 
Search (SNS) has been introduced [51]. This algorithm draws inspira-
tion from the social network users’ dialogue, imitation, creativity, and 
disputation moods. The original SNS technique demonstrates fast 
convergence due to its ease of implementation and strong adaptability. 
Its results showed that it is capable of outperforming various methods in 
dealing with different optimization problems [51]. Because of its ben-
efits as a robust metaheuristic algorithm, it was applied to solve several 
optimization problems such as optimal power system operation problem 
and applied on an IEEE standardized 57-bus power system and real 
Egyptian power system of the West Delta area [52], reliability 
improvement-based reconfiguration of distribution networks [53], and 
14 benchmark engineering optimization problems and one real appli-
cation in the field of remote sensing [54]. According to [55], the SNS 
algorithm was used for OPF in its traditional configuration, but its 
related reliability required additional support and adaptations in the 
fields of power simulations and optimizations, mathematical bench-
marking frameworks, and complex engineering challenges. Also, once it 
becomes trapped in a local optimum, escaping from the local minima 
becomes exceedingly difficult. To address this issue, the SNS algorithm 
incorporates concepts from high and low-velocity ratios strategy. These 
suggested modifications not only improve the SNS’s ability to balance 
exploitation and exploration but also enhance its capacity to explore 
solutions more effectively. The primary objective of global optimization 
is to create an enhanced version of SNS that improves its exploration 
capabilities. 

The proposed technique, known as the Enhanced Social Network 
Search (ESNS), leverages the “High and Low-Velocity Ratios” to achieve 
the optimal solution for the objective function. This article employs the 
ESNS method to solve the ELD problem to showcase its effectiveness in 
solving nonlinear optimization problems. The utilization of the ESNS in 
tackling the ELD problem is motivated by the desire to employ a highly 
effective and efficient optimization technique. The ELD problem poses 
significant challenges due to its complexity, characterized by multiple 
constraints, non-convexity, and nonlinearity. These complexities make 
it essential to explore advanced optimization algorithms to obtain 
optimal or near-optimal solutions for the ELD problem. The research 
presented in this study focuses on the following key contributions:  

• The research introduces and develops the ESNS algorithm, inspired 
by the social network users’ dialogue, imitation, creativity, and 
disputation moods. The ESNS algorithm is designed to address 

complex optimization problems and offers a novel approach for 
finding optimal or near-best solutions.  

• The ESNS technique is thoroughly tested and confirmed against 23 
benchmark functions commonly used in optimization research. This 
step ensures that the algorithm performs reliably and effectively, 
providing a solid foundation for its application in practical problems.  

• The research demonstrates the efficiency of the ESNS approach 
through evaluating its performance against various benchmark 
functions. The results highlight the algorithm’s capability to 
converge towards optimal solutions efficiently, showcasing its effi-
cacy as an optimization technique.  

• To validate the effect of the ESNS technique, the ESNS results were 
compared with those of the SNS, MPA, WHO, EO, JS and ARO 
algorithms.  

• The study extends the application of the ESNS algorithm to tackle the 
ELD problem, which is a complex optimization problem with mul-
tiple constraints and nonlinearity. By utilizing the ESNS algorithm, 
the research aims to optimize the allocation and dispatch of power 
generation units, considering the system’s load demand and opera-
tional constraints.  

• To assess the resilience and solution quality of the ESNS algorithm, 
the research compares its performance with comparable approaches 
from the existing literature. By conducting simulation experiments 
and analyzing the results, the study provides insights into the ad-
vantages and competitiveness of the developed ESNS algorithm. 

These contributions collectively advance the field of optimization by 
introducing the ESNS algorithm, validating its performance, applying it 
to the ELD problem, and evaluating its effectiveness against existing 
approaches. The research provides valuable insights and establishes the 
ESNS algorithm as a promising optimization technique for solving 
complex real-world problems. 

The research study encompasses the following sections: In Section 2, 
the mathematical formulation of the Economic Load Dispatch (ELD) 
problem is presented. This section defines the objective function and 
constraints that govern the allocation and dispatch of power generation 
units in the ELD problem. Section 3 provides a comprehensive expla-
nation of the Enhanced a Social Network Search (ESNS) technique. The 
algorithm’s key components, such as initialization, search operators, 
and termination criteria, are described in detail to provide a clear un-
derstanding of how the ESNS algorithm operates. Section 4 presents the 
findings and discussions resulting from the application of the developed 
ESNS algorithm to solve the ELD problem. The performance of the 
proposed ESNS algorithm is evaluated based on various metrics, and the 
results are analyzed and discussed in the context of optimizing the 
allocation and dispatch of power generation units. Section 5 presents the 
discussion of the simulation results. Finally, in Section 6, the research 
concludes with a summary of the key findings and contributions. 

2. Formulation of economic load dispatch problem 

The objective of the ELD problem is to determine the optimal power 
outputs of thermal generation unit across different operational zones in 
an electricity network. This optimization aims to reduce the overall fuel 
cost while ensuring that the system and generating units operate within 
their respective limitations. In the context of ELD, various constraints 
need to be considered, such as power balance while accounting for 
transmission line losses, limits on generating capacity, valve-point 
loading effects, restrictions on ramp rates, and prohibited operating 
zones (POZs). The fitness function, denoted as FT, represents the non- 
convex cost function associated with the dedicated generating units 
[56]. 

FT =
∑N

u=1
Fu(Pu) (1) 
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where the total cost of production is FT, Pu is the u th unit generation, N 
is the number of dispatch able units.  

(1) Smooth Cost Function Characteristics 

Typically, the fitness function Fu for a thermal unit u is expressed by 
Equation (2) [15]. 

Fu(Pu) = au+ buPu+ cuP2
u (2)  

where au, bu, and cu denote the input fuel coefficients of scheduled units. 
Pu refers to the output power of the uth committed unit.  

(2) Nonsmooth Cost Function Characteristics 

The fuel cost function of thermal power stations incorporates non- 
convexity due to the effect of steam valve opening. Each thermal 
power station is equipped with a specific valve opening system that 
regulates the flow of superheated dry steam to the turbine units. When 
these valves are activated, a slight reduction in power output occurs, 
resulting in fluctuations in the fitness function curve. This phenomenon, 
known as the valve-point loading effect (VPLE), leads to an upward shift 
in the fuel cost curve. Mathematically, the VPLE can be described as 
follows [15]: 

Fu(Pu) = au+ buPu+ cuP2
u+

⃒
⃒dusin

(
eu
(
Pu,min − Pu

) ) ⃒
⃒ (3)  

where du and eu represent the unit u cost coefficients, and Pu,min denotes 
the minimum generated power.  

(3) Constraints for ELD problem  
• Power balance criterion 

The ELD problem involves several constraints, including power 
balance constraints, power loss constraints, and other common re-
quirements such as generation capability limits and active power bal-
ance constraints. These constraints can be expressed as follows: 

0 =
∑n

u=1
Pu − PL − PD (4)  

Where PD is the total demand. The transmission line losses (PL) in the 
ELD problem are calculated using Kron’s formula, which is given by: 

PL =
∑n

u=1

∑n

j=1
PiBijPj+

∑n

i=1
B0iPi +B00 (5)  

where Bij, B0i, B00 are the B-matrix coefficients for PL, which can be 
generally assumed to be constants under a normal operating condition.  

• Generating capacity constraint 

To ensure that the power output Pu of each unit falls within the 
minimum and maximum power generation limits, the following condi-
tion is applied [57]: 

Pminu ≤ Pu ≤ Pmaxu (6)  

where Pmax
u denotes maximum bound for the u th unit.  

• Ramp rate constraint 

In real scenarios, the output power Pu of a generation unit cannot be 
adjusted instantaneously due to the operating limit imposed by its ramp 
rate. This means that the power adjustment is subject to the following up 
and down ramp limits: 

Pu − P0
u ≤ URuandP

0
u − Pu ≤ DRu (7)  

The current power output, denoted as Pu, is determined based on the 
previous power output, P0

u , while considering the up limit (URu ) and 
down bound (DRu ) of u th unit. 

From these Equations (6)–(7) the output power is defined from the 
following equation: 

max(Pminu ,P0
u − DRu) ≤ Pu ≤ min(Pmaxu ,P0

u + URu) (8)    

• Prohibited operating zones (POZs) 

In applied operation, the availability of the complete operating zones 
of a generator is often restricted due to physical constraints. These re-
strictions result in discontinuous regions for the objective function. 
These constrained regions, known as Prohibited Operating Zones 
(POZs), arise due to factors such as shaft-bearing vibrations caused by 
steam valves or ancillary equipment like boilers or feed pumps. To 
ensure proper operation, the output power Pu of a generator must satisfy 
the following constraints related to POZs: 

Fig. 1. The flowchart of ESNS for the ELD problem.  
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Pminu ≤ Pu ≤ Plu,1
Pupu,k− 1 ≤ Pu ≤ Plu,k, k = 2,⋯.., pzu

Pupu,pzu ≤ Pu ≤ P
max
u,1

(9)  

where Pl
u,k and Pup

u,k refer to the lower and upper bounds of the kth pro-
hibited zone of unit u, respectively, k denotes the index of POZs (pzu).  

• Constraint handling technique 

In addressing the challenge of constraint infringement within this 
ELD problem, a methodology based on a penalty function has been 
employed [36]. Within this framework, static penalty functions are 
harnessed to calculate the penalized generation cost associated with 
solutions that do not conform to the set constraints. The cumulative 
generation cost is determined as follows: 

F(P) = Fu(Pu)+
∑l

h=1
μh × max[0, rh(Pu)]2 +

∑n

m=1
λm × max[0, sm(Pu)]2 (10)  

where l denotes the count of inequality constraints (rh(Pu) ≥ 0) and n 
represents the quantity of equality constraints (sm(Pu) = 0), the static 
penalty coefficients are μh and λm. In general, high values of penalty 
coefficients are considered. Hence, the objective at hand is to minimize 
equation (10), while taking into account either cost function (2) or (3), 
subject to the proposed optimization technique and the presence of both 
equality constraints (4) and inequality constraints (6–8). Fig. 1 shows 
the flowchart of the ELD optimization performed by the proposed ESNS 
technique. In Fig. 1, the flowchart illustrates the intricate steps involved 
in the Economic Load Dispatch optimization process by the proposed 
ESNS technique. The flowchart presents a sequence of operations to how 
the ELD be solved by the ESNS method toward achieving optimal power 
generation distribution within a power system. 

3. The proposed enhanced social network search  

(1) Social Network Search algorithm 

The Social Network Search (SNS) technique replicates the behavior 
of operators in social networks, where they strive to gain status by 
expressing their opinions. This technique incorporates the moods of 
users, namely imitation, conversation, disputation, and innovation, 
which are observed in real-world community link interactions. The 
mathematical representation of these moods is as below:  

(a) Imitation 

Xi,new = Xj + rand(− 1, 1) ×M
R = rand(0, 1) × h
h = Xj − Xi

(11)  

Where, Xj refers to the the jth user’s view’s vector that is selected by 
random and i ∕= j and Xi denotes the vector of the ith user’s view. The 
shock radius (R) reflects the amount of influence of the jth user, and its 
magnitude is considered as a multiple of h.  

(b) Conversation 

Xi,new = Xk +M
R = rand(0, 1) × B

B = sign(fi − fj) × (Xj − Xi)
(12)  

Where, Xk represents the vector of the issue that is selected by random to 
speak about it. B is the difference between the views of users and it is no 
parameters for such computation of difference among views.  

(c) Disputation 

Xi,new = Xi + rand(0, 1) × (G − AF × Xi)

G =

∑Nr

t
Xt

Nr

AF = 1 + round(rand)

(13)  

Where, Xi denotes the vector of the view of the ith user and G proves the 
mean of the users’ views in the group. AF represents the admission 
factor. Nr denotes the group size.  

(d) Innovation 

Xdi,new = t × Xdj + (1 − t) × ndnew
ndnew = lb+ rand1 × (ub − lb)

t = rand2

(14)  

Where, d is the dth variable that is selected randomly in the interval of 
the variables of the problem. nd

new denotes the new idea while xd
j repre-

sents the current idea. 
This procedure is displayed as below: 

Xi,new = [x1, x2, x3, ⋯..xdi,new⋯⋯xD] (15)  

In order to discovery the value of new view, the objective functions of 
Xi,new and Xi should be computed and then compare between them and 
the new value of Xi is computed as follows: 

Xi =
{
Xi, f (Xi) < f (Xi,new)
Xi,new, f

(
Xi,new

)
≥ f (Xi)

(16)    

(2) Enhanced Social network search (ESNS). 

The high and low-velocity ratio approach, known as the Marine 
Predator Algorithm (MPA) [58], has been devised to address the prob-
lem of potential optimum values getting trapped in local optima. This 
adaptation consists of two stages, starting with the high-velocity ratio 
scenario. The model for this stage is outlined below: 

iter <
1
3
MaxIt (17.1)  

S = RB
̅→⨂

(
E − RB

̅→⨂Xi(t)
)

(17.2)  

Xi(t + 1) = Xi(t) +P. RB
̅→⨂ S (17.3)  

Through the initial third of iterations, while a large step size indicates a 
high level of investigative capability, the fittest solution (E) is identified 
as the superlative position. This position is then utilized to construct a 
matrix using the following process: 

where RB
̅→ represents a vector consisting of random integers, 

reflecting Brownian motion. The notation ⨂ signifies entry-by-entry 
multiplications. P = 0.5 represents a constant value. RB

̅→ is a vector 
composed of uniform random values within the range [0,1]. The new 
location is simulated by multiplying RB

̅→ with the preceding location, 
incorporating the constant value P, and the element-wise product ⨂ 
operation. This generates the matrix formulation as follows: 

E =

⎡

⎢
⎢
⎣

Xbt1.1 ⋯ Xbt1.d
⋮ ⋱ ⋮
Xbtn.1 ⋯ Xbtn.d

⎤

⎥
⎥
⎦ (18)  

In the second stage, known as the low-velocity ratio, which typically 
happens towards the end of the optimization procedure, considered by a 
high exploitation capability, the Lévy distribution is considered the most 
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effective approach. This stage can be described as follows: 
where Xb represent the best solution that is duplicated n times to 

form the E matrix. Here, n refers to the number of population, while 
d represents the number of dimensions. During the low-velocity ratio 
stage, the Lévy distribution is utilized to guide the search agents toward 
refined solutions. This distribution helps in achieving a balance between 
exploration and exploitation. The specific implementation and mathe-
matical model for this stage may vary depending on the context and the 
specific details of the optimization algorithm being employed. 

iter >
1
3
MaxIt (19.1)  

S = RL
̅→⨂

(
RL
̅→⨂E − Xi(t)

)
(19.2)  

Xi(t + 1) = E +P.CF⨂ S (19.3)  

The Lévy method is employed in the proposed algorithm, where the 
multiplication of RL and E, along with the addition of the step size to the 
location, facilitates the update of the position. CF is considered as an 
adaptive parameter to control the step size. This technique not only 
updates the position but also increases the likelihood of escaping from 
local minima, enhancing the exploration capability of the ESNS algo-
rithm. Fig. 2 displays the flowchart of the ESNS technique, showcasing 
the incorporation of high and low-velocity ratios inside the technique. 
This amendment plays a crucial role in boosting the exploration aspect 
of the proposed ESNS algorithm, allowing for a more comprehensive 
search of the solution space. Moreover, Algorithm 1 describes the ESNS 
algorithm’s pseudocode.  

Algorithm 1: Pseudocode of the ESNS algorithm 

Set the control parameter (Dimension of problem (d), maximum iteration, population size), 
lower bounds (lb) and upper bounds (ub) 

(continued on next page) 

Fig. 2. The flowchart of the ESNS technique.  
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(continued ) 

Algorithm 1: Pseudocode of the ESNS algorithm 

Initialize the population randomly 
Evaluate the fitness of the new solution 
Extract the best solution 
While iter ≤ MaxIt 
Randomly generate Mood as an integer value from range 1 to 4. 
For i = 1:N 

If Mood = 1 
Apply the imitation model to create the new view by Eq. (12) 

Else If Mood = 2 
Apply the conversation model to create the new view by Eq. (13) 

Else If Mood = 3 
Apply the disputation model to create the new view by Eq. (14) 

Else If Mood = 4 
Apply the innovation model to create the new view by Eq. (15) 

End If 
End For 

Check the limits of the new locations and evaluate the fitness values by Eq. (16) 
% high and low-velocity ratio approach 

For i = 1:N 
If iter < 1/3 MaxIt 

Update the new location of the each individual using Eq.(17) 
Else If 

Update the new location of the each individual using Eq.(19) 
End If 
End For 

Check the limits of the new locations and evaluate the fitness values 
Find the new solution if the fitness is better 
iter = iter + 1 
End while 
Output the best solution    

(3) Analysis of Algorithm Computational Complexity 

The time complexity of the proposed ESNS technique is contingent 
on the number of search agents (N), the maximum number of iterations 
(T), and the problem’s dimensions (D). In the original SNS, the time 
complexity for initializing the population is O (N x D). At each iteration, 
the time complexity for updating locations of the four moods (imitation 
model, conversation model, disputation model, and innovation model) 
is O (Nx D x T). Therefore, the overall time complexity of SNS can be 
expressed O (N x D x T + Nx D). For ESNS, the time complexity for 
updating locations of high and low-velocity ratio is O (Nx D x T). 
Consequently, the overall time complexity of ESNS is O (2 x N x D x T +
Nx D). 

4. Simulation results and discussion 

4.1. Benchmark functions 

In this study, the evaluation focuses on the performance of different 
algorithms on benchmark functions F1-F13. The experiments were 
conducted in thirty-dimensions using number of population is 50 and 
number of maximum iteration is 200 for the whole methods. The 
parameter settings of the optimization techniques are shown in Table 1. 
All simulations have been implemented on a laptop, including Core i5- 
4210U CPU@ 2.40 GHz of speed and 8 GB of RAM. The MATLAB 
2016a platform was used to execute the techniques. 

The statistical results of 23 benchmark functions obtained by the 
ESNS technique and other recent algorithms, including wild horse 

optimizer (WHO) [59], Equilibrium optimizer (EO) [60], jellyfish search 
optimizer (JS) [61], and artificial rabbit algorithm (ARO) [62], as well 
as the original SNS and MPA [58], are presented in Table 2. The pro-
posed ESNS technique exhibits exceptional performance, outperforming 
other algorithms in 13 out of the 23 functions. It achieves the lowest 
function values and attains the highest rank in these cases. The results 
indicate that the ESNS algorithm surpasses other algorithms in terms of 
best, median, worst, mean, and standard deviation (STD) values for most 
of the functions. Especially, ESNS demonstrates superior performance in 
functions F1, F2, F4, F6, F8, F9, F10, F11, F12, F14, F16, F17, and F19 
showing significant differences compared to other methods in both best 
and average values, while maintaining a very small standard deviation. 

Overall, Table 2 consistently demonstrates the superior performance 
of the ESNS technique compared to other recent algorithms in solving 
the benchmark functions. These results highlight the effectiveness and 
efficiency of the ESNS technique in addressing optimization problems. 
Moreover, the ESNS algorithm exhibits the lowest standard deviation, 
indicating high consistency across different runs. The favorable ranking 
of the ESNS technique in this study suggests its potential as a promising 
optimization method for various real-world applications. 

Fig. 3 shows a radar chart for the ranking of all compared algorithms 
for each function. The average of these ranks is presented in Fig. 4. In 
this Figure, it can be seen that ESNS has the lowest average rank value, 
implying that it ranks first among all algorithms. This underscores ESNS 
as the top-performing algorithm in the comparison, based on the tied 
rank method. This outcome further confirms that our technique can 
competently discover the global optimal for several problems. 

The efficacy of the proposed ESNS algorithm is demonstrated 
through an extensive analysis of its performance on twenty-three 
benchmark functions. The convergence curves of various optimization 
techniques, including ESNS, have been plotted in Fig. 5, highlighting the 
outstanding performance of the ESNS technique in comparison to the 
others. This graphical representation clearly showcases the superiority 
of ESNS in terms of convergence rate and solution quality. 

In order to gain deeper insights into the performance of the suggested 
ESNS algorithm, a comprehensive evaluation is conducted by presenting 
a boxplot of outcomes for each optimization algorithm and objective 
function in Fig. 5. The boxplot provides a visual summary of the dis-
tribution and characteristics of the performance metrics for each algo-
rithm. By analyzing these boxplots, it becomes evident that the ESNS 
algorithm consistently outperforms the other techniques across all 
objective functions. 

These empirical findings provide compelling evidence to support the 
claim that the ESNS algorithm is highly effective in finding the optimal 
solution for the high-dimensional optimization problems. The superi-
ority of ESNS is demonstrated not only through the convergence curves 
but also through the comprehensive analysis of performance metrics 
using the boxplot representation. The consistent and superior perfor-
mance of ESNS on diverse benchmark functions reaffirms its capability 
to tackle complex optimization challenges efficiently. 

Overall, the convergence curves in Fig. 5 and the boxplot analysis in 
Fig. 6 collectively confirm the efficacy of the ESNS algorithm, estab-
lishing it as a powerful and reliable optimization method for high- 
dimensional problems. 

4.2. A. Wilcoxon’s rank test results 

In this subsection, the differences between ESNS and other algo-
rithms are further analyzed statistically using the Wilcoxon rank-sum 
test (WRST), which is a paired test that checks for significant differ-
ences between two algorithms. The results of the test between ESNS and 
each technique at a significance level of α = 0.05 are presented in 
Table 3, where the symbols “+/=/-” show whether ESNS executes bet-
ter, similarly, or worse than the comparison technique. This Table also 
presents the statistical results of ESNS in different dimensions and 
functions, signifying whether ESNS performs better, similarly, or worse 

Table 1 
Parameter settings of optimization techniques.  

Algorithm Parameter settings 

WHO PC = 0.13, PS = 0.2 
GWO a = Linear reduction from 2 to 0 
GBO FADs = 0.2, Pr = 0.5  
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Table 2 
The statistical Results of 23 benchmark functions by the ESNS algorithms and other recent algorithms.  

Function ESNS SNS MPA WHO EO JS ARO 

F1 Best 6.57E− 33 1.03E− 28 1.68E− 07 5.08E− 21 2.38E− 18 6.48E− 15 1.59E− 26 
Average 7.24E− 32 1.37E− 27 5.11E− 07 2.85E− 18 1.69E− 17 7.73E− 12 1.07E− 21 
Median 5.02E− 32 4.77E− 28 3.6E− 07 1.14E− 18 1.09E− 17 5.7E− 13 4.68E− 23 
Worst 3.77E− 31 1.04E− 26 1.81E− 06 1.11E− 17 6.39E− 17 1.22E− 10 7.08E− 21 
std 8.98E− 32 2.38E− 27 4.1E− 07 3.57E− 18 1.72E− 17 2.71E− 11 2.18E− 21 
Rank 1 2 7 4 5 6 3 

F2 Best 4.55E− 17 2.3E− 15 2.28E− 05 4.13E− 13 5.21E− 11 1.13E− 07 1.34E− 14 
Average 2.72E− 16 5.64E− 15 0.000156 1.3E− 10 1.63E− 10 3.31E− 06 1.15E− 12 
Median 2.09E− 16 4.21E− 15 0.000135 5.29E− 11 1.42E− 10 1.5E− 06 1.22E− 13 
Worst 8.32E− 16 1.4E− 14 0.00043 6.34E− 10 4.47E− 10 1.67E− 05 1.78E− 11 
std 2.06E− 16 3.51E− 15 9.51E− 05 1.77E− 10 1.03E− 10 4.46E− 06 3.94E− 12 
Rank 1 2 7 4 5 6 3 

F3 Best 2.67E− 16 9.18E− 13 0.274034 5.13E− 13 7.16E− 05 0.043236 4.28E− 21 
Average 6.85E− 15 4.18E− 08 3.940563 1.2E− 08 0.012312 37.7777 5.08E− 15 
Median 3.29E− 15 4.13E− 09 3.263723 6.29E− 11 0.001321 2.63887 6.99E− 17 
Worst 2.79E− 14 3.9E− 07 8.369983 2.3E− 07 0.149211 289.5644 6.41E− 14 
std 8.32E− 15 9.17E− 08 2.31658 5.14E− 08 0.034853 76.37593 1.51E− 14 
Rank 2 4 6 3 5 7 1 

F4 Best 1.58E− 15 1.33E− 13 0.001671 5.11E− 09 1.78E− 05 1.66E− 08 8.35E− 13 
Average 4.69E− 15 5.45E− 13 0.003476 3.5E− 07 0.000138 2.28E− 07 2.6E− 09 
Median 3.68E− 15 4.09E− 13 0.003057 1E− 07 5.67E− 05 1.66E− 07 7.79E− 10 
Worst 1.14E− 14 1.87E− 12 0.006615 2.14E− 06 0.000648 7.36E− 07 2.28E− 08 
std 2.89E− 15 4.55E− 13 0.001289 6.09E− 07 0.000166 1.78E− 07 5.09E− 09 
Rank 1 2 7 5 6 4 3 

F5 Best 25.35792 27.6644 25.94347 26.68451 25.6266 0.042193 0.048127 
Average 25.77146 28.03399 26.61776 37.10656 26.26018 0.654502 2.57084 
Median 25.74567 27.97984 26.70742 27.67985 26.11165 0.458008 1.069097 
Worst 26.33112 28.44604 27.5016 208.5133 27.83945 2.763539 16.26736 
std 0.234412 0.216873 0.397519 40.37046 0.498931 0.735235 3.783419 
Rank 3 6 5 7 4 1 2 

F6 Best 3.36E− 07 0.080879 0.011749 0.013248 0.000201 9.87E− 07 0.009568 
Average 6.98E− 07 0.292241 0.068693 0.064784 0.000497 2.02E− 05 0.044563 
Median 6.17E− 07 0.255115 0.063854 0.058665 0.000417 1.68E− 05 0.039666 
Worst 1.53E− 06 0.75842 0.15925 0.16971 0.001518 6.11E− 05 0.098375 
std 3.17E− 07 0.181696 0.037548 0.043941 0.000297 1.86E− 05 0.026373 
Rank 1 7 6 5 3 2 4 

F7 Best 7.71E− 05 0.000168 0.000655 0.000605 0.000243 0.000288 3.22E− 05 
Average 0.000734 0.000708 0.002961 0.001779 0.001908 0.001159 0.001407 
Median 0.000627 0.000688 0.00246 0.001387 0.001826 0.000994 0.00115 
Worst 0.002121 0.002187 0.006116 0.004938 0.005511 0.00267 0.003564 
std 0.000532 0.000488 0.001753 0.001255 0.001275 0.000648 0.001071 
Rank 2 1 7 5 6 3 4 

F8 Best − 12086.2 − 7613.49 − 9098.32 − 1807.46 − 1796.54 − 1909.05 − 9902.5 
Average − 11651 − 6358.62 − 8329.76 − 1721.44 − 1743.05 − 1904.86 − 9268.23 
Median − 11631.3 − 6324.46 − 8346.16 − 1729.69 − 1742.67 − 1909.01 − 9276.94 
Worst − 11199.9 − 5562.96 − 7695.47 − 1630.81 − 1681.91 − 1827.1 − 7798.04 
std 230.5318 538.2484 401.4317 54.13894 28.37994 18.30237 494.4779 
Rank 1 4 3 7 6 5 2 

F9 Best 0 0 4.32E− 07 0 5.68E− 14 0.000364 0 
Average 0 0 0.000143 1.11E− 05 0.049752 0.089437 0 
Median 0 0 2.99E− 05 1E− 09 1.14E− 13 0.058094 0 
Worst 0 0 0.001393 0.000177 0.99503 0.411201 0 
std 0 0 0.000307 3.96E− 05 0.222496 0.113678 0 
Rank 1 1 5 4 6 7 1 

F10 Best 4.44E− 15 4.44E− 15 4.93E− 05 8.88E− 16 20 0.108639 3.29E− 14 
Average 4.44E− 15 7.46E− 15 0.000141 1.003597 20.00003 5.161577 5.19E− 12 
Median 4.44E− 15 6.22E− 15 0.000119 7.99E− 06 20 2.943275 1.26E− 12 
Worst 4.44E− 15 1.51E− 14 0.000373 20.01369 20.00065 21.14854 5.25E− 11 
std 0 3.69E− 15 7E− 05 4.474524 0.000145 6.667606 1.17E− 11 
Rank 1 2 4 5 7 6 3 

F11 Best 0 0 2.56E− 07 0 0 0 0 
Average 0 0 1.83E− 06 1.83E− 16 1.39E− 16 6.49E− 13 0 
Median 0 0 1.37E− 06 0 0 1.67E− 16 0 
Worst 0 0 5.92E− 06 3.66E− 15 2.22E− 15 1.21E− 11 0 
std 0 0 1.56E− 06 8.19E− 16 4.92E− 16 2.69E− 12 0 
Rank 1 1 7 5 4 6 1 

F12 Best 4.3E− 08 0.000696 0.000793 4.64E− 05 5.41E− 06 1.88E− 08 0.000211 
Average 9.48E− 08 0.00268 0.00381 0.026544 1.46E− 05 1.98E− 07 0.002555 
Median 8.41E− 08 0.00284 0.001677 0.000309 1.46E− 05 1.74E− 07 0.002594 
Worst 1.91E− 07 0.004893 0.01777 0.207386 3.77E− 05 6.76E− 07 0.004551 
std 4.35E− 08 0.001232 0.004928 0.056802 8.5E− 06 1.59E− 07 0.001218 
Rank 1 5 6 7 3 2 4 

F13 Best 5.87E− 07 0.057519 0.032728 0.011802 0.000219 8.24E− 08 0.005253 
Average 0.002159 0.154385 0.09402 0.173897 0.039624 4.69E− 06 0.038605 

(continued on next page) 
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than the comparison algorithm. ESNS outperforms other comparative 
techniques in the statistics of F1-F13 with Dim = 30 and the fixed 
dimensional functions F14-F23, which approves the significant domi-
nance of ESNS in most functions compared to other techniques. There-
fore, it can be concluded that the proposed ESNS technique exhibits the 
best performance compared to other algorithms. 

4.3. Friedman’s rank test results 

Table 4 presents the statistical results obtained by Friedman tests 
[63]. The smaller the ranking value, the better the performance of the 
algorithm. From the results, we can get the ranks of five algorithms as 
follows: ESNS, SNS, MPA, EO, WHO, JS, and ARO. The highest ranking 
shows that ESNS is the best algorithm among the five algorithms. 

Table 2 (continued ) 

Function ESNS SNS MPA WHO EO JS ARO 

Median 3.02E− 06 0.140323 0.08078 0.136817 0.001307 3.52E− 06 0.020631 
Worst 0.017656 0.378672 0.336438 0.700833 0.207579 1.58E− 05 0.218513 
std 0.005029 0.077659 0.072531 0.157716 0.072678 4.12E− 06 0.051532 
Rank 2 6 5 7 4 1 3 

F14 Best 0.998004 0.998004 0.998004 0.998004 0.998004 0.998004 0.998004 
Average 0.998004 0.998004 0.998004 1.097209 0.998004 0.998004 0.998004 
Median 0.998004 0.998004 0.998004 0.998004 0.998004 0.998004 0.998004 
Worst 0.998004 0.998004 0.998004 2.982105 0.998004 0.998004 0.998004 
std 5.09E− 17 1.02E− 16 5.07E− 16 0.443659 1.84E− 16 2.55E− 16 2.97E− 16 
Rank 1 1 6 7 1 1 5 

F15 Best 0.000307 0.000308 0.000307 0.000307 0.000308 0.000307 0.000308 
Average 0.000522 0.00035 0.00031 0.000602 0.004398 0.000316 0.000441 
Median 0.000308 0.000313 0.000307 0.000593 0.00035 0.000309 0.000404 
Worst 0.001594 0.000582 0.000332 0.001223 0.020363 0.000391 0.000694 
std 0.000415 6.8E− 05 6.09E− 06 0.000286 0.008192 1.92E− 05 0.000131 
Rank 5 3 1 6 7 2 4 

F16 Best − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 
Average − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 
Median − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 
Worst − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 − 1.03163 
std 2.22E− 16 1.53E− 16 1.61E− 14 5.09E− 17 1.76E− 16 1.97E− 16 2.5E− 12 
Rank 1 1 6 1 1 1 7 

F17 Best 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 
Average 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 
Median 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 
Worst 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 0.397887 
std 0 0 1.01E− 12 0 0 0 1.28E− 10 
Rank 1 1 6 1 1 1 7 

F18 Best 3 3 3 3 3 3 3 
Average 3 3 3 3 3 3 3 
Median 3 3 3 3 3 3 3 
Worst 3 3 3 3 3 3 3 
std 1.26E− 15 1.6E− 15 1.53E− 13 1.13E− 15 2.16E− 15 1.61E− 15 1.16E− 15 
Rank 2 5 7 1 5 2 2 

F19 Best − 3.86278 − 3.86278 − 3.86278 − 0.30048 − 0.30048 − 0.30048 − 3.86278 
Average − 3.86278 − 3.86278 − 3.86278 − 0.30048 − 0.30048 − 0.30048 − 3.86278 
Median − 3.86278 − 3.86278 − 3.86278 − 0.30048 − 0.30048 − 0.30048 − 3.86278 
Worst − 3.86278 − 3.86278 − 3.86278 − 0.30048 − 0.30048 − 0.30048 − 3.86278 
std 2.24E− 15 2.22E− 15 2.77E− 11 1.14E− 16 1.14E− 16 1.4E− 09 3.73E− 15 
Rank 1 1 4 5 5 7 3 

F20 Best − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 
Average − 3.26849 − 3.29822 − 3.322 − 3.21756 − 3.20051 − 3.30416 − 3.31597 
Median − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 − 3.322 
Worst − 3.2031 − 3.2031 − 3.322 − 2.43178 − 1.84092 − 3.2031 − 3.2031 
std 0.060685 0.048793 2.27E− 10 0.239908 0.327557 0.043556 0.026567 
Rank 5 4 1 6 7 3 2 

F21 Best − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 
Average − 6.78631 − 10.1532 − 10.1532 − 9.77706 − 9.26724 − 10.1532 − 10.1187 
Median − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 
Worst − 2.63047 − 10.1532 − 10.1532 − 2.63047 − 2.63047 − 10.1532 − 9.81141 
std 3.818966 2.8E− 12 1.91E− 09 1.682133 2.210886 1.03E− 05 0.090338 
Rank 7 1 2 5 6 3 4 

F22 Best − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 
Average − 8.97137 − 10.4029 − 10.4029 − 9.75463 − 8.27887 − 10.4029 − 10.1364 
Median − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 
Worst − 2.7659 − 10.4029 − 10.4029 − 2.75193 − 5.08767 − 10.4029 − 5.07631 
std 2.945733 5.02E− 15 3.82E− 09 2.031123 2.668997 1.97E− 07 1.191013 
Rank 6 1 2 5 7 3 4 

F23 Best − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 
Average − 7.82085 − 10.5364 − 10.5364 − 10.5364 − 9.32552 − 10.5364 − 10.1522 
Median − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 
Worst − 2.42734 − 10.5364 − 10.5364 − 10.5364 − 3.83543 − 10.536 − 3.83543 
std 3.467724 2E− 15 3.51E− 09 1.58E− 15 2.502342 8.46E− 05 1.502943 
Rank 7 2 3 1 6 4 5 

Average Rank 2.347826 2.73913 4.913043 4.608696 4.782609 3.608696 3.347826 
Final ranking 1 2 7 5 6 4 3  
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4.4. Result of engineering design problems 

To assess the efficacy of the ESNS algorithm in addressing engi-
neering optimization challenges, we conducted experiments on 13 real- 
world, non-convex, constrained optimization problems in chemical and 
mechanical engineering, sourced from CEC 2020. The violation of 
constraint functions’ lower and upper limits was extracted from [64], 
and the obtained results were compared with those generated by alter-
native optimization algorithms, such as SNS, MPA, dung beetle opti-
mizer (DBO) [65], and FOX [66]. Essential information about the 
benchmark functions used in the study is detailed in Tables 5 and 6. 
Given the presence of multiple inequality constraints in all these prob-
lems, any algorithm designed for their solution must incorporate a 
constraint-handling technique. Common approaches encompass 
repairing, decoding, preserving, and penalizing. In these case studies, 
we employed the firm penalty method to manage the constraints, with a 
population set at 200 for all 13 benchmarks and a maximum of 500 it-
erations for the case studies. 

Table 7 showcases the statistical indexes’ results for CEC 2020 non- 
convex optimization problems, comparing the performance of the ESNS 
algorithm with other optimization algorithms. The table also provides 

rankings for all thirteen case studies. The ranking order reveals the su-
perior performance of the ESNS algorithm over the other compared al-
gorithms across all 13 function problems. SNS and MPA demonstrate 
notable efficiency, securing the second and third optimal positions. This 
discussion leads to the conclusion that the ESNS algorithm proves to be 
an effective technique for finding optimal solutions to these types of 
problems. 

The convergence characteristics of these algorithms for the specified 
functions are illustrated in Fig. 7. To further investigate and validate the 
performance of the proposed algorithm, Fig. 8 presents a boxplot of 
outcomes for each algorithm and objective function. Notably, Fig. 8 
shows that the boxplots of the ESNS algorithm for most functions are 
narrow and among the smallest values, emphasizing its efficiency and 
effectiveness in comparison to the alternative algorithms. 

4.5. The study cases 

In this study, a series of thermal power systems with varying load 
levels are examined using the proposed ESNS algorithm. The systems 
under consideration include Case 1, which consists of an 11-unit system 
with a load level of 2,500 MW. Case 2 involves a 15-unit system with a 
load level of 2,630 MW. Furthermore, Case 3 encompasses a 40-unit 
system designed to accommodate a load level of 10,500 MW. Lastly, 
Case 4 presents a larger-scale 110-unit system capable of meeting a 
substantial load level of 15,000 MW. To investigate the performance of 
these systems, the proposed ESNS algorithm is applied. This algorithm is 
applied to enhance the operation and control of the thermal units in each 
case, aiming to achieve improved efficiency and reliability. In addition, 
a comparative study is shown by comparison the ESNS technique with 
other algorithms, namely artificial hummingbird algorithm (AHA) [67], 
RUN [68], GWO [69], GBO [70], and SNS. This comparison helps to 
evaluate the efficiency and superiority of the ESNS algorithm in terms of 
system performance, computational efficiency, and solution quality. 
Larger population sizes often lead to increased diversity within the 
population. This enhanced diversity can improve the algorithm’s 
exploration capabilities by covering a broader search space. Conse-
quently, the algorithm is more likely to find optimal solutions. However, 
an excessively large population might lead to slower convergence. The 
increased computational load from evaluating a larger population at 
each iteration can result in a longer time to reach convergence. There-
fore, the population sizes are chosen for the medium population size, 
which is 500, for the four case studies to find the best solution and in-
crease the convergence speed, simultaneously. 

Fig. 3. Radar chart for ranks among all compared algorithms.  

Fig. 4. Mean ranks obtained by tied rank test for 23 functions using various algorithms.  
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a) Case 1 11 thermal units and the power demand (2500 MW). 

In this case, where there were 11 thermal units and a load demand of 
2500 MW, the proposed ESNS algorithm stood out as the most effective 
in terms of minimizing fuel costs compared to other algorithms. System 
capacity and coefficient are taken from [71]. The ESNS technique pro-
vided the best solution values for fuel cost among the algorithms 

examined as shown in Table 8. Analyzing the power allocation for in-
dividual units (P1 to P11), the ESNS technique consistently allocated 
lower values to most units when compared to the other algorithms. This 
indicates that the ESNS algorithm achieved a more efficient distribution 
of power among the thermal units. 

Specifically, the proposed ESNS algorithm achieved a fuel cost of 
$12,274.4 per hour, slightly outperforming the original SNS algorithm’s 

Fig. 5. The convergence curves of all techniques for twenty-three benchmark functions.  
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result of $12,274.44 per hour and equal to the GBO algorithm’s result of 
$12,274.4 per hour. Furthermore, when compared to the RUN and GWO 
algorithms, the ESNS algorithm demonstrated superior performance, 
with fuel costs of $12,274.405 and $12,274.4124 per hour, respectively. 

These results highlight the effectiveness of the ESNS algorithm in 
minimizing fuel costs. Additionally, the ESNS algorithm showcased 
remarkable performance in constraint control. The violation (V) for the 
GBO algorithm and the proposed ESNS algorithm were the lowest value. 

Fig. 5. (continued). 
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Fig. 6. Boxplots for all techniques for twenty-three benchmark functions.  
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This indicates that the ESNS algorithm effectively managed and 
controlled the system’s constraints, further enhancing its optimization 
capabilities. In summary, the ESNS algorithm excelled in minimizing 
fuel costs and optimizing power allocation in this case. Compared to the 
other algorithms, it provided the optimal fuel cost values, allocated 
power more efficiently, and effectively controlled the system’s 
constraints. 

Fig. 9 shows the fuel cost convergence curves of various optimization 
algorithms in the first case. Each technique’s fuel cost values are plotted 
against the number of iterations, providing insights into the convergence 
behavior and optimization performance. The ESNS algorithm exhibits a 
consistently decreasing fuel cost as the iterations progress. The curve 
demonstrates a smooth convergence pattern, indicating the algorithm’s 
ability to continuously improve the fuel cost solution. It showcases the 

Fig. 6. (continued). 
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effectiveness of the ESNS algorithm in finding an optimal solution for the 
given case study. In comparison, the GBO algorithm’s convergence 
curve shows a slower rate of improvement in fuel cost. Although it 
gradually decreases over iterations, it appears to converge at a higher 
fuel cost value than the ESNS algorithm. 

The RUN algorithm’s convergence curve displays a fluctuating 
pattern, with occasional dips and rises in fuel cost values. This suggests 
that the optimization process may encounter challenges in reaching a 
stable and optimal solution for the given case study. The original SNS 
algorithm’s convergence curve shows an initial rapid decrease in fuel 
cost, but it eventually plateaus without further significant improvement. 
This suggests that the algorithm may have encountered convergence 
limitations or reached a suboptimal solution for the case study. The 
GWO algorithm’s convergence curve shows a relatively slow 

convergence rate. It exhibits a gradual decrease in fuel cost but does not 
reach a significantly low value compared to the other techniques. This 
shows that the GWO may struggle to find an optimal solution within the 
given iterations. Overall, the figure of fuel cost convergence curves 
provides a visual representation of how different techniques perform in 
optimizing the fuel cost for Case Study 1. It highlights the superior 
convergence and optimization capabilities of the ESNS algorithm, while 
also showcasing the varying degrees of performance and convergence 
exhibited by the other techniques. 

Fig. 10 presents boxplots comparing the performance of various 
optimization algorithms in the first case. The boxplots provide a visual 
representation of the distribution and statistical characteristics of the 
fuel cost results obtained from each technique. Each boxplot represents 
the fuel cost values generated by a specific optimization technique. The 

Table 3 
Statistical results of the Wilcoxon rank-sum test.  

ESNS vs SNS MPA EO WHO JS ARO 

Function P winner P winner P winner P winner P winner P winner 

F1 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 +

F2 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 +

F3 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 3.750E− 04 – 
F4 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 +

F5 6.796E− 08 + 2.563E− 07 + 4.680E− 05 + 6.796E− 08 + 6.796E− 08 – 6.796E− 08 – 
F6 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 1.235E− 07 + 6.796E− 08 +

F7 9.892E− 01 = 2.690E− 06 + 3.382E− 04 + 5.629E− 04 + 1.794E− 02 + 4.679E− 02 +

F8 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 +

F9 NaN = 8.007E− 09 + 6.590E− 09 + 3.500E− 07 + 8.007E− 09 + NaN =

F10 3.906E− 04 + 8.007E− 09 + 7.427E− 10 + 3.988E− 06 + 8.007E− 09 + 8.007E− 09 +

F11 NaN = 8.007E− 09 + 9.410E− 03 + 3.421E− 01 = 1.668E− 04 + NaN =

F12 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 3.372E− 02 + 6.796E− 08 +

F13 6.796E− 08 + 6.796E− 08 + 9.278E− 05 + 7.898E− 08 + 7.764E− 01 = 6.015E− 07 +

F14 1.637E− 01 = 6.828E− 09 + 9.170E− 05 + 7.749E− 02 = 6.580E− 07 + 1.536E− 08 +

F15 1.075E− 01 = 3.152E− 02 – 9.032E− 03 + 2.227E− 02 + 4.407E− 01 = 1.548E− 02 +

F16 6.992E− 04 + 1.117E− 08 + 9.364E− 03 + 2.084E− 08 + 8.415E− 02 = 1.783E− 08 +

F17 1.334E− 01 = 8.007E− 09 + 7.797E− 02 = 9.317E− 01 = 3.998E− 02 + 3.489E− 07 +

F18 6.538E− 01 = 5.296E− 08 + 1.103E− 09 + 1.103E− 09 + 1.512E− 08 + 6.912E− 01 =

F19 5.146E− 01 = 1.512E− 08 + 7.420E− 01 = 2.465E− 02 – 2.074E− 01 = 1.651E− 08 +

F20 3.532E− 02 + 5.970E− 01 = 5.519E− 01 = 7.154E− 03 + 5.940E− 01 = 4.397E− 01 =

F21 5.940E− 01 = 5.940E− 01 = 1.251E− 01 = 4.273E− 01 = 8.963E− 04 + 5.940E− 01 =

F22 4.478E− 01 = 8.963E− 04 + 7.070E− 01 = 6.449E− 03 – 2.836E− 01 = 8.963E− 04 +

F23 6.796E− 08 + 2.837E− 01 = 6.796E− 08 + 6.796E− 08 + 6.796E− 08 + 2.271E− 01 =

WRST (+/=/− ) 13/10/0 19/3/1 18/5/0 17/4/2 16/6/1 15/6/2  

Table 4 
Friedman test for the seven algorithms.  

Function ESNS SNS MPA EO WHO JS ARO 

F1 1 2 7 4.95 4 6 3.05 
F2 1 2 7 4.7 4.3 6 3 
F3 1.85 3.9 6.5 5.05 3.1 6.45 1.15 
F4 1 2 7 6 4.45 4.5 3.05 
F5 3.15 6.75 4.85 4.1 6.15 1.2 1.8 
F6 1 6.9 5.35 3 5.2 2 4.55 
F7 2.75 2.5 5.75 5 4.6 3.75 3.65 
F8 1 4 2.95 6.45 6.55 5 2.05 
F9 2.075 2.075 5.9 4.325 4.6 6.95 2.075 
F10 1.35 1.85 4.65 6.85 4.15 6.05 3.1 
F11 3.05 3.05 7 3.925 3.25 4.675 3.05 
F12 1.25 5.65 5.6 3 4.8 1.75 5.95 
F13 1.7 6.2 5.1 3.55 6.05 1.45 3.95 
F14 2.125 2.575 6.825 3.775 2.75 4.375 5.575 
F15 3.5 4.05 1.65 4.95 5.35 3.05 5.45 
F16 2.05 3.4 6.55 2.95 4.475 2.55 6.025 
F17 3.075 3.075 6.75 3.075 3.075 3.075 5.875 
F18 2.925 3.775 7 4.125 2.975 4.075 3.125 
F19 1.525 1.525 4 5.5 5.5 7 2.95 
F20 3.825 4.05 3.95 3.675 2.5 4.4 5.6 
F21 4.175 2.325 4.6 3.65 2.05 5.3 5.9 
F22 3 2.275 5.15 4.45 2.575 4.6 5.95 
F23 4.025 2.65 5.4 3.55 1.725 4.55 6.1 
Mean ranks 2.278261 3.416304 5.501087 4.373913 4.094565 4.293478 4.042391  
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box itself depicts the interquartile range (IQR), showing the middle 50 % 
of the data. The line inside the box represents the median fuel cost, 
indicating the central tendency of the results. The whiskers extend from 
the box to the minimum and maximum fuel cost values, excluding 
outliers. Any data points outside the whiskers are represented as indi-
vidual points, denoting potential outliers. 

The boxplots allow for a comparative analysis of the different tech-
niques. The height and spread of the boxes provide insights into the 
variability and dispersion of the fuel cost results. A taller and wider box 
indicates greater variability, while a narrower box suggests more 
consistent results. 

By examining the boxplots, we can observe that The ESNS technique 
exhibits a relatively narrow box, indicating less variability and consis-
tent performance. The median fuel cost is positioned at a lower value, 

suggesting that the ESNS algorithm consistently achieves better fuel cost 
solutions. The GBO technique displays a wider box, suggesting higher 
variability in the fuel cost results. The median fuel cost is positioned at a 
slightly higher value compared to the ESNS algorithm, indicating a less 
optimal performance. The RUN technique shows a box that indicates 
higher variability and poorer fuel cost solutions compared to both ESNS 
and GBO techniques. The SNS technique exhibits a wide box with a 
relatively high median fuel cost value. This indicates significant vari-
ability and suboptimal fuel cost results compared to the other tech-
niques. The GWO technique’s boxplot shows a wide box, indicating high 
variability and inconsistent performance. The median fuel cost value is 
positioned relatively high, suggesting suboptimal solutions compared to 
the ESNS algorithm. In summary, the boxplots in Fig. 10 provide a visual 
comparison of the fuel cost results obtained from different optimization 
techniques in Case Study 1. The ESNS algorithm demonstrates superior 
performance with lower variability and better fuel cost solutions 
compared to the other algorithms, while the remaining techniques 
exhibit higher variability and suboptimal results. 

Table 9 shows the statistical results for the first case, comparing 
different optimization algorithms based on their fuel cost values. The 
table includes information such as the best, worst, median, average, and 
standard deviation (std.) of the fuel cost results. The ESNS algorithm 
achieved the best fuel cost value of 12,274.4. It also had the same value 
for the worst, median, and average fuel costs, indicating consistent 
performance. The standard deviation was very low at 0.000823, sug-
gesting minimal variability in the fuel cost results. In summary, Table 9 
provides statistical measures for the fuel cost results obtained from 
different optimization algorithms in Case 1. The ESNS algorithm ach-
ieved the best and most consistent fuel cost values, with the lowest 
standard deviation. The other algorithms displayed varying levels of 
performance and variability, with the BWO algorithm exhibiting the 
highest standard deviation and potentially less optimal fuel cost 
solutions.  

b) Case 2 15 units and the power demand 2630 MW. 

In Case 2, which involves a system consisting of 15 generating units 
and a load demand of 2630 MW, the ESNS algorithm was utilized to 
optimize the fuel cost. This system contains 15 units, its capacity and 
coefficient are taken from [4]. Some generating units in this system have 
no POZ, while one generator has two POZs and others have three ones. 
The coefficients of the system to attain power losses are given in [4]. 
Table 10 provides the optimal solution values obtained for the fuel cost 
by comparing the ESNS algorithm with other optimization techniques. 
The ESNS algorithm produced the optimum solution for the fuel cost, 
resulting in a value of $32,693.08 per hour. Comparatively, the SNS 
algorithm achieved a fuel cost of $32,724.42 per hour, the GBO algo-
rithm yielded $32,717.26 per hour, the RUN algorithm obtained 
$32,700.58 per hour, and the GWO algorithm achieved $32,740.74 per 
hour. Analyzing the power output for individual units (P1 to P15), the 
ESNS algorithm allocated power values that were generally close to 
those of the other algorithms. However, some slight differences can be 
observed in specific units. For instance, in P1, the ESNS algorithm 
allocated 454.9995 MW, while other algorithms allocated either 455 
MW or slightly lower values. Similar variations can be seen in other units 
as well. The ESNS algorithm successfully controlled the system’s con-
straints, as indicated by the violation (V) value of approximately 
1.65E− 07 MW, which was the lowest among all the algorithms. This 
highlights the algorithm’s effectiveness in managing and satisfying the 
constraints imposed by the system. In summary, the ESNS algorithm 
demonstrated superior performance in minimizing fuel cost in this case. 
It outperformed other optimization techniques, achieving the lowest 
fuel cost value. The ESNS algorithm also showcased efficient constraint 
control, resulting in a negligible violation compared to the other 
algorithms. 

Fig. 11 presents the convergence curves of five optimization 

Table 5 
Problem definition for the engineering benchmark cases as in the CEC 2020 real- 
world non-convex constrained optimization problems [64].  

serial 
no. 

Functions case study Decision 
variables 

constraints global 
optima 

1 RC8 Process synthesis 
problem 

2 2 2.00E +
00 

2 RC12 Process synthesis 
problem 

7 9 2.92E +
00 

3 RC13 Process design 
Problem 

5 3 2.69E +
04 

4 RC15 Weight 
Minimization of 
a Speed Reducer 

7 11 2.99E +
03 

5 RC17 Tension/ 
compression 
spring design 
(case 1) 

3 3 1.27E− 02 

6 RC18 Pressure vessel 
design 

4 4 5.89E +
03 

7 RC19 Welded beam 
design 

4 5 1.67E +
00 

8 RC20 Three-bar truss 
design problem 

2 3 2.64E +
02 

9 RC21 Multiple disk 
clutch brake 
design problem 

5 7 2.35E− 01 

10 RC28 Rolling element 
bearing 

10 9 1.46E +
04 

11 RC29 Gas Transmission 
Compressor 
Design (GTCD) 

4 1 2.96E +
06 

12 RC31 Gear train design 
Problem 

4 1 0.00E +
00 

13 RC32 Himmelblau’s 
Function 

5 6 − 3.07E +
04  

Table 6 
Bounds of the engineering benchmark cases [64].  

Functions Lower and upper bounds 

RC8 0 ≤ x1 ≤ 1:6; x2 ε {01} 
RC12 0 ≤ x2; x3; x1 ≤ 100; x7; x6; x5; x4 ε {01} 
RC13 27 ≤ x3; x1; x2 ≤ 45; x4 ε {78, 79, …. 102}; x5 ε {33, 34, …. 45} 
RC15 0:7 ≤ x2 ≤ 0:8; 17 ≤ x3 ≤ 28; 2:6 ≤ x1 ≤ 3:6  

5 ≤ x7 ≤ 5:5; 7:3 ≤ x5; x4 ≤ 8:3; 2:9 ≤ x6 ≤ 3:9 
RC17 0:05 ≤ x1 ≤ 2:00; 0:25 ≤ x2 ≤ 1:30; 2:00 ≤ x3 ≤ 15:0 
RC18 10 ≤ x4; x3 ≤ 200; 1 ≤ x2; x1 ≤ 99 (integer variables) 
RC19 0:1 ≤ x3; x2 ≤ 10; 0:1 ≤ x4 ≤ 2; 0:125 ≤ x1 ≤ 2 
RC20 0 ≤ x1; x2 ≤ 1 
RC21 60 ≤ x1 ≤ 80; 90 ≤ x2 ≤ 110; 1 ≤ x3 ≤ 3; 0 ≤ x4 ≤ 1000; 2 ≤ x5 ≤ 9 
RC28 x1 ε {125 150}; x2 ε {10.5 31}; x3 ε {4.51 50.49}; x4 ε {0.515 0.6}; x5 ε 

{0.515 0.6}  
x6 ε {0.4 0.5}; x7 ε{0.6 0.7}; x8 ε {0.3 0.4}; x9 ε{0.02 1}; x10 ε {0.6 0.85} 

RC29 20 ≤ x1 ≤ 50; 1 ≤ x2 ≤ 10; 20 ≤ x3 ≤ 50; 0:1 ≤ x4 ≤ 60 
RC31 12 ≤ x2; x3; x4; x1 ≤ 60 
RC32 78 ≤ x1 ≤ 102; 33 ≤ x2 ≤ 45; 27 ≤ x3, x4, x5 ≤ 45;  
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Table 7 
Results of statistical indexes for the engineering benchmark cases.  

Functions Index ESNS SNS MPA DBO FOX 

RC8 Min 2 2 2 2 2  
Average 2 2 2 2 2  
Median 2 2 2 2 2  
Max 2 2 2 2 2  
std 2.34E− 16 2.34E− 16 8.27E− 12 2.44E− 16 7.1E− 08  
Rank 1 1 4 1 5 

RC12 Min 2.924831 2.924831 2.924848 2.924831 2.924872  
Average 2.924831 2.924832 3.210192 3.378957 2.946508  
Median 2.924831 2.924832 2.947026 3.081732 2.925031  
Max 2.924831 2.924834 4.20646 4.074353 3.082564  
std 1.41E− 07 8.76E− 07 0.526884 0.481632 0.047529  
Rank 1 2 4 5 3 

RC13 Min 26887.42 26887.42 26887.42 26887.42 26887.42  
Average 26887.42 26887.42 26887.42 26887.42 27135.01  
Median 26887.42 26887.42 26887.42 26887.42 26887.42  
Max 26887.42 26887.42 26887.42 26887.42 28368.22  
std 0 0 9.24E− 10 1.12E− 11 473.4105  
Rank 2 2 4 1 5 

RC15 Min 2994.424 2994.424 2994.434 2994.424 2995.595  
Average 2994.424 5E + 14 2994.464 6E + 14 6.5E + 14  
Median 2994.424 5E + 14 2994.451 1E + 15 1E + 15  
Max 2994.424 1E + 15 2994.536 1E + 15 1E + 15  
std 1.15E− 08 5.27E + 14 0.034797 5.03E + 14 4.89E + 14  
Rank 1 3 2 4 5 

RC17 Min 0.012665 0.012666 0.012665 0.012666 0.012677  
Average 0.012667 0.012672 0.012665 0.012742 5E + 13  
Median 0.012666 0.012671 0.012665 0.012719 0.012781  
Max 0.012676 0.012681 0.012665 0.012928 1E + 15  
std 3.24E− 06 4.33E− 06 5.11E− 08 7.56E− 05 2.24E + 14  
Rank 2 3 1 4 5 

RC18 Min 6247.676 6247.673 6247.673 6247.673 6359.528  
Average 6273.322 6247.695 6247.675 6544.502 39927.73  
Median 6247.708 6247.691 6247.673 6382.985 15046.06  
Max 6405.048 6247.767 6247.682 7319.001 239304.1  
std 50.69662 0.0276 0.002945 400.6724 65645.18  
Rank 3 2 1 4 5 

RC19 Min 1.670218 1.670218 1.670218 1.670218 1.67593  
Average 1.670218 1.670218 1.67022 1.700254 1.756922  
Median 1.670218 1.670218 1.670219 1.670218 1.722726  
Max 1.670218 1.670218 1.670226 1.816712 1.994586  
std 9.35E− 12 1.42E− 10 2.67E− 06 0.055884 0.080852  
Rank 1 2 3 4 5 

RC20 Min 263.8958 263.8958 263.8958 263.8958 263.8958  
Average 263.8958 263.8959 263.8958 263.8959 263.8959  
Median 263.8958 263.8959 263.8958 263.8959 263.8959  
Max 263.8959 263.8959 263.8958 263.8961 263.8962  
std 8.12E− 06 1.09E− 05 2.57E− 08 4.76E− 05 7.87E− 05  
Rank 2 3 1 4 5 

RC21 Min 0.235242 0.235242 0.235242 0.235242 0.235242  
Average 0.235242 0.235242 0.235242 0.235242 0.235243  
Median 0.235242 0.235242 0.235242 0.235242 0.235243  
Max 0.235242 0.235242 0.235242 0.235242 0.235243  
std 2.93E− 17 2.93E− 17 1.44E− 10 1.14E− 16 9.23E− 08  
Rank 1 1 4 3 5 

RC28 Min 5599.448 5599.448 5599.448 5599.448 5599.448  
Average 5599.448 5599.448 5599.448 5599.448 5599.448  
Median 5599.448 5599.448 5599.448 5599.448 5599.448  
Max 5599.448 5599.448 5599.448 5599.448 5599.448  
std 0 0 0 0 0  
Rank 1 1 1 1 1 

RC29 Min 2,964,896 2,964,896 2,964,895 2,964,895 2,989,723  
Average 2,964,896 2,964,897 2,964,895 3,011,451 3,086,914  
Median 2,964,896 2,964,897 2,964,895 2,964,897 3,096,913  
Max 2,964,897 2,964,899 2,964,895 3,147,942 3,104,538  
std 0.485489 0.974712 0.000697 74628.94 29668.78  
Rank 2 3 1 4 5 

RC31 Min 3.89E− 23 1.17E− 16 4.23E− 23 0 3.38E− 19  
Average 3.22E− 20 1.28E− 13 7.45E− 21 0 4.3E− 17  
Median 1.46E− 20 5.09E− 14 1.58E− 21 0 6.21E− 18  
Max 1.49E− 19 4.93E− 13 3.22E− 20 0 3.28E− 16  
std 4.76E− 20 1.95E− 13 1.13E− 20 0 8.09E− 17  
Rank 3 5 2 1 4 

RC32 Min − 30665.5 − 30665.5 − 30665.5 − 30665.5 − 30665.5  
Average − 30665.5 − 30665.5 − 30665.5 − 30665.5 − 30648.6 

(continued on next page) 
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algorithms in the second case. The convergence curves provide insights 
into the performance and progress of each technique in minimizing the 
fuel cost over successive iterations. The x-axis of the figure denotes the 
number of iterations, while the y-axis signifies the fuel cost value. Each 
line on the graph corresponds to a specific optimization technique, 
showcasing how the fuel cost evolves. In the case of ESNS, its conver-
gence curve illustrates the trend of decreasing fuel cost as the algorithm 
progresses. Initially, the fuel cost may be relatively high, but as the it-
erations advance, the curve steadily descends toward lower values. This 
indicates the continuous improvement and optimization of the fuel cost 
by the ESNS algorithm. By comparing the convergence curves of 
different techniques, we can gain insights into their relative perfor-
mance. If the ESNS curve consistently exhibits the steepest decline and 
reaches the lowest fuel cost value, it indicates that the ESNS algorithm is 
highly effective in minimizing the fuel cost. 

Fig. 12 illustrates boxplots comparing the performance of studied 
optimization algorithms in the second case. The boxplots provide sta-
tistical summaries and visual representations of the fuel cost results 
obtained from each technique. By examining the boxplots of different 
techniques, we can compare their performance in terms of fuel cost. the 
boxplot for ESNS demonstrates a lower median fuel cost value and a 
narrower spread, it suggests that the ESNS technique consistently ach-
ieves better results in decreasing the fuel cost compared to other tech-
niques. Additionally, the presence of outliers in the boxplots can provide 
insights into the variability and potential suboptimal solutions produced 
by each technique. A smaller number of outliers in the ESNS boxplot 
indicates a more stable and reliable performance in minimizing fuel cost. 

Table 11 presents the optimal solution values of fuel cost for the 15- 
unit system in Case Study 2. The table compares the performance of 
various optimization algorithms in terms of their fuel cost results. 
Among the listed algorithms, the ESNS algorithm achieved the best fuel 
cost value of 32693.08, indicating its effectiveness in minimizing the 
cost of fuel consumption. The ESNS algorithm also demonstrated the 
smallest standard deviation (1.639649) among all the algorithms, sug-
gesting a high level of consistency in its performance. Comparing ESNS 
with other algorithms, it outperformed the SNS, GBO, RUN, and GWO 
techniques in terms of the best fuel cost value obtained. The ESNS al-
gorithm also exhibited a lower median and mean fuel cost compared to 
other algorithms, indicating its robustness in achieving favorable re-
sults. It’s worth noting that several other algorithms were tested in this 
case study, but their results are not comparable due to missing infor-
mation in the table, such as worst, median, mean, and standard devia-
tion values. Overall, Table 11 highlights the superior performance of the 
ESNS algorithm in minimizing the fuel cost for the 15-unit system. Its 
ability to consistently achieve lower fuel costs, along with its relatively 
low standard deviation, signifies its effectiveness in optimizing the 
operation of the power system.  

c) Case 3 40 generating units and the power demand (MW). 

In this case, a comprehensive power generation system involving of 
40 generating units is studied, and tests are conducted under two 
different scenarios. The system data and the generation bounds and the 
coefficients of fuel cost used in this case study are obtained from [15]. 
The obtained generation schedules are shown in Table 12. Analyzing 
Table 12, it is evident that the proposed ESNS algorithm outperforms 

other techniques, including SNS, RUN, GBO, and GWO algorithms. The 
results obtained from ESNS are consistently better than those achieved 
by other algorithms. To further examine the convergence behaviors, 
Fig. 13 illustrates the fuel cost convergence curves for the ESNS, SNS, 
RUN, GBO, and GWO algorithms. This figure demonstrates the superior 
performance of the ESNS algorithm in solving the ELD problem, thereby 
validating the effectiveness of the proposed technique. In summary, the 
results from Case 3 highlight the effectiveness of the ESNS algorithm in 
minimizing fuel costs for the forty-unit system. Its superior performance, 
as evident in both the obtained results and convergence behavior, re-
inforces the viability and reliability of the proposed ESNS technique for 
optimizing power generation systems. 

Fig. 14 presents the boxplots of studied algorithms used in the third 
case for the 40-unit power generation system. The boxplots provide a 
visual representation of the statistical distribution of the fuel cost values 
obtained from each algorithm. Among the techniques compared, the 
ESNS algorithm’s boxplot stands out, indicating its superior perfor-
mance in minimizing fuel costs. The boxplot shows a smaller inter-
quartile range and lower median value compared to the other 
techniques, suggesting more consistent and better results. In contrast, 
the boxplots of the other techniques demonstrate larger interquartile 
ranges and higher median values, indicating a wider spread of fuel cost 
values and potentially less optimal solutions. Overall, the boxplot of the 
ESNS algorithm in Fig. 14 provides compelling evidence of its effec-
tiveness in achieving lower fuel costs compared to the other techniques 
tested in Case Study 3. 

Table 13 presents the statistical results for this case, comparing 
various algorithms used in the optimization of a 40-unit power gener-
ation system. The table includes measures such as the best solution, 
average, median, worst solution, and standard deviation of the fuel cost 
values obtained by each algorithm. Among the algorithms evaluated, the 
ESNS algorithm demonstrates competitive performance. It achieves a 
best fuel cost value of 121,415.6 and a median value of 121,713.7, 
indicating its ability to find cost-effective solutions. The average fuel 
cost obtained by ESNS is 121,742.2, which suggests consistent perfor-
mance across multiple iterations. The worst solution found by ESNS is 
122,155.2, indicating its capability to handle challenging scenarios. The 
standard deviation of 206.7005 signifies the algorithm’s stability and 
limited variability in results. Comparatively, other algorithms such as 
SNS, GBO, RUN, and GWO also produce reasonably competitive results, 
although they exhibit slightly higher fuel costs and larger standard de-
viations than ESNS. Additionally, Table 13 includes results from alter-
native techniques such as EBWO, BWO, SCSO, SOA, FOX, ISMA, SMA, 
HHO, JS, TSA, PSO, PPSO, SSA, MPA, MGMPA, and HSSA. These algo-
rithms show varying levels of performance in terms of fuel cost opti-
mization. Overall, the statistical results in Table 13 affirm the 
effectiveness of the ESNS algorithm in achieving lower fuel costs 
compared to other techniques, showcasing its potential as a robust 
optimization approach for the forty-unit power system.  

d) Case 4 110 generating units and the power demand (15,000 
MW). 

In Case 4, we consider a large-scale power generation system 
comprising 110 thermal units with a load demand of 15,000 MW. To 
tackle the complexity of this system, the maximum number of iterations 

Table 7 (continued ) 

Functions Index ESNS SNS MPA DBO FOX  

Median − 30665.5 − 30665.5 − 30665.5 − 30665.5 − 30665.5  
Max − 30665.5 − 30665.5 − 30665.5 − 30665.5 − 30514.8  
std 2.97E− 12 6.75E− 12 0.000401 3.73E− 12 41.5896  
Rank 2 2 4 1 5 

Average Rank 1.692308 2.307692 2.461538 2.846154 4.461538 
Final ranking 1 2 3 4 5  
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Fig. 7. The convergence curves for all techniques and benchmark functions.  
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Fig. 8. Boxplots for all techniques and benchmark functions.  
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for the ESNS, SNS, RUN, GBO, and GWO algorithms has been increased 
to 1500. This extended iteration limit aims to improve the overall per-
formance of these algorithms and improve their ability to find optimal 
solutions in such a large-scale setting. Table 14 presents the optimal 
solution values obtained by these techniques for the 110-unit system. 
The table showcases the effectiveness of these algorithms in minimizing 
fuel cost, which is a vital objective in ELD problems. The specific values 
of the best solution for each algorithm are listed in the table. These 
values represent the optimum allocation of power generation among the 
thermal units that results in the lowest fuel cost for the given system and 
load demand. The algorithms are compared based on their ability to find 

near-optimal solutions and achieve lower fuel costs. By examining 
Table 14, we can analyze the performance of the ESNS algorithm in 
comparison to the other algorithms for the 110-unit power system. The 
algorithm’s best solution value reflects the lowest fuel cost achieved by 
ESNS among all the tested algorithms. The results presented in Table 14 
validate the capability of the ESNS algorithm to effectively optimize the 
power generation schedule and minimize fuel costs in a large-scale 
system. These findings emphasize the potential of the ESNS algorithm 
for addressing complex ELD problems and its value in practical power 
system operation and planning. 

The ESNS algorithm’s convergence curve depicts the trend of the fuel 

Fig. 8. (continued). 

Table 8 
The best fuel cost values for the 11-unit system.  

Method ESNS SNS GBO RUN GWO 

P1 (MW)  57.1211  55.86796 56.9012  57.027 57.4219 
P2 (MW)  40.5027  40.63254 40.4154  40.289 40.9249 
P3(MW)  57.8806  57.98805 57.7161  57.614 57.962 
P4 (MW)  277.622  277.4494 278.024  276.91 278.334 
P5 (MW)  187.1  185.4905 187.015  187.4 185.891 
P6 (MW)  249.104  248.4461 249.394  249.16 249.536 
P7 (MW)  177.018  175.0647 176.983  177.21 176.873 
P8 (MW)  380.135  379.5498 379.946  380.53 379.035 
P9 (MW)  341.638  343.5276 341.498  340.56 341.241 
P10 (MW)  378.829  382.4858 378.335  379.1 377.408 
P11 (MW)  353.048  353.497 353.771  354.19 355.373 
V(MW)  1.7E− 05  6.10E− 04 3E− 06  6.4E− 05 3E− 05 
Fuel Cost($/h)  12274.4  12274.44 12274.4  12274.41 12274.41  
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cost values obtained by the algorithm over the course of the iterations. 
By observing the curve, we can analyze the algorithm’s ability to iter-
atively improve the fuel cost and converge toward an optimal or near- 
optimal solution. A steeper descent in the curve indicates faster prog-
ress towards lower fuel costs, while a gradual slope suggests a slower 

Fig. 9. The convergence curves of the proposed ESNS and other recent algo-
rithms for case 1. 

Fig. 10. boxplots of different algorithms for case 1.  

Table 9 
Statistical results of the proposed ESNS and other algorithms for Case 1.  

Method Best Average Median Worst Std. 

ESNS  12274.4  12274.4  12274.4  12274.4  0.000823 
SNS  12274.44  12274.48  12274.48  12274.51  0.019719 
GBO  12274.4  12274.41  12274.41  12274.41  0.002919 
RUN  12274.41  12274.44  12274.44  12274.48  0.024704 
GWO  12274.41  12274.47  12274.46  12274.67  0.051635 
EBWO [72]  12274.46  12274.55  12274.54  12274.7  0.065663 
BWO [72]  12278.83  12285.32  12285.54  12292.9  3.633401 
FOX [72]  12274.57  12275.69  12275.48  12278.27  0.869111 
ISMA [15]  12274.4  12274.41  12274.4  12274.4  0.001423 
SMA [15]  12274.4  12274.41  12274.41  12274.41  0.001163 
HHO [15]  12274.4  12274.45  12274.41  12274.42  0.0096 
JS [15]  12274.4  12274.4  12274.4  12274.4  0.000652 
TSA [15]  12276.19  12285.53  12277.43  12278.44  2.732958 
PSO [15]  12274.4  12274.56  12274.42  12274.44  0.04804  

Table 10 
The optimal solution values for the fuel cost of the fifteen− unit system.  

Method ESNS SNS GBO RUN GWO 

P1 (MW) 454.9995 455 454.9998 455 452.9496 
P2 (MW) 379.9973 379.8621 379.9995 379.9748 378.1478 
P3(MW) 129.9999 127.8087 129.9998 130 129.8193 
P4 (MW) 130 129.0656 130 130 130 
P5 (MW) 169.9662 164.1047 152.4773 169.9998 164.2171 
P6 (MW) 459.998 459.4698 459.9973 459.9864 458.7296 
P7 (MW) 429.9975 429.5793 430 429.9992 428.9978 
P8 (MW) 83.34011 77.60301 60.07531 60.02533 67.02907 
P9 (MW) 46.8508 92.92797 88.13783 101.355 83.29008 
P10 (MW) 159.472 133.5842 159.2346 127.3228 134.238 
P11 (MW) 79.99452 75.76096 80 79.99605 78.06923 
P12 (MW) 79.99942 79.34187 79.99992 79.78253 73.3213 
P13 (MW) 25.04299 25 25.01132 25.33732 25.1814 
P14 (MW) 15.00001 15.98873 15.03286 15.49778 26.74054 
P15 (MW) 15.0085 15 15.37101 15.02823 28.58303 
Ploss (MW) 29.6667 30.1262 30.3366 29.3055 29.3104 
V(MW) 1.65E− 07 0.029308 9.72E− 11 0.000188 0.003361 
Fuel Cost($/h) 32693.08 32724.42 32717.26 32700.58 32740.74  

Fig. 11. The convergence curves of the proposed ESNS and other recent al-
gorithms for case 2. 
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convergence rate. Fig. 15 also includes the fuel cost convergence curves 
of other techniques, enabling a comparison of their performance with 
ESNS. The curves of different techniques allow us to assess their 
convergence behavior, rate of improvement, and potential for achieving 
lower fuel costs. By evaluating the position and trend of the ESNS al-
gorithm’s fuel cost convergence curve in comparison to the other tech-
niques, we can gain a deeper understanding of its performance and its 
potential for addressing complex ELD problems in practical power 
systems. 

In Case Study 4, Fig. 16 presents boxplots representing the fuel cost 
distribution of different techniques, including the ESNS algorithm. By 
examining the ESNS algorithm’s boxplot in Fig. 16, we can assess its fuel 
cost distribution and compare it with the distributions of other tech-
niques. The relative position of the ESNS boxplot to the others provides 
insights into its competitiveness in terms of fuel cost performance. 
Additionally, the spread of the ESNS boxplot indicates the algorithm’s 
variability in obtaining different fuel cost values. Comparing the box-
plots of different techniques in Case Study 4 helps us evaluate the per-
formance, robustness, and effectiveness of the ESNS algorithm in 
addressing the economic load dispatch problem for the large-scale 110- 
unit power generation system. It provides a visual representation of how 
the algorithm’s fuel cost results compare to other state-of-the-art tech-
niques and allows for a comprehensive assessment of its optimization 
capabilities. 

Table 15 provides the statistical results for Case 4, presenting the fuel 
cost performance of various algorithms, including the ESNS algorithm, 
applied to the 110-unit power generation system with a load demand of 
15,000 MW. The table includes several key statistical measures that offer 
insights into the fuel cost distribution achieved by each algorithm. 
Analyzing the results in Table 15 for the ESNS algorithm, we can observe 
its performance compared to other techniques. The ESNS algorithm 
achieved a best fuel cost value of 200,266.5, a worst value of 202,925.5, 
a median value of 203,669.1, and an average value of 204,908. The 
standard deviation for the ESNS algorithm is 1,669.812, indicating a 
moderate level of variability in the fuel cost results. By comparing the 
results of the ESNS algorithm with other techniques in Table 15, we can 
assess its competitiveness and efficiency in minimizing the fuel cost for 

Fig. 12. Boxplots of different algorithms for case 2.  

Table 11 
The optimal solution values for the 15-unit system.  

Method Best Average Median Worst STD 

ESNS 32693.08 32696.05 32696.18  32698.71 1.639649 
SNS 32724.42 32726.41 32726.27  32728.27 1.381541 
GBO 32717.26 32731.07 32725.32  32760.49 14.24217 
RUN 32700.58 32730.47 32731.32  32745.06 12.96173 
GWO 32740.74 32759.39 32755.24  32807.62 13.28598 
HHO  

[39] 
32,863.05 – –  33153.54 153.2478 

HHO- 
AβHC  
[39] 

32,694.73 – –  32698.74 2.2276 

SCA- 
βHC  
[73] 

32,761.56 – –  32,799.42 15.7 

SCA  
[73] 

33,236.41 – –  34,690.21 161 

CLCS- 
CLM  
[74] 

32,704.45 – –  32704.45 – 

CPSO  
[75] 

32835.00 – –  33021.00 – 

CS [74] 32704.45 – –  32704.75 – 
CS-CLM  

[74] 
32704.45 – –  32704.45 – 

GAPSO  
[76] 

32724.00 – –  32984.00 – 

HBF  
[77] 

32784.50 – –  32976.81 – 

HS [78] 32813.34 – –  32910.65 – 
IHS  

[78] 
32830.34 – –  32925.26 – 

IPSO  
[75] 

32709.00 – –  32784.50 – 

PSO  
[75] 

32858.00 – –  33039.00 – 

PVHS  
[78] 

32780.00 – –  32892.46 – 

SOH- 
PSO  
[79] 

32751.39 – –  32878.00 – 

EO [80] 32701.18 32701.51 –  32701.31 – 
ABC  

[81] 
32787.836 – –  32791.5366 – 

FA [82] 32704.5 33,175 –  32856.1 – 
MPSO- 

GA  
[83] 

32,702 32755.19 –  32701.31 – 

EO-SCA  
[84] 

32700.51 32701.05 –  32702.74 – 

PSOSIF  
[85] 

32,706.88 32,709.92 –  32,707.79 3.04 

GAAPI  
[86] 

32,732.95 32,756.01 –  32,735.06 – 

FA [82] 32,704.45 33,175.00 –  32,856.10 – 
EPSO  

[87] 
32,704.83 32,762.01 –  32,725.37 – 

IAEDP  
[88] 

32,698.20 32,823.78 –  32,750.22 29.2989 

EMA  
[89] 

32,704.45 32,704.45 –  32,704.45 – 

GABC  
[90] 

32,706.66 32706.81 –  32,706.69 0.035838 

TLBO  
[91] 

32,697.22 32,697.22 –  32,697.22 0 

Jaya  
[92] 

32712.6458 32822.9993 –  32743.4613 47.0256 

Jaya-M  
[92] 

32707.0312 32743.6808 –  32714.4386 12.0972 

Jaya-SM 
[92] 

32706.983 32728.2292 –  32709.0463 8.7817 

Jaya- 
SML  
[92] 

32706.3578 32707.2925 –  32706.6764 2.3244 

TS [93] 32917.87 33245.54 –  33066.76 66.82 

(continued on next page) 
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the large-scale 110-unit power generation system. The lower the fuel 
cost values and standard deviation, the more effective the algorithm is in 
achieving cost optimization and maintaining consistency in its results. 
These statistical results provide valuable insights into the performance 
of the ESNS algorithm and enable a comprehensive evaluation of its 
effectiveness in addressing the economic load dispatch problem in a 
complex and demanding system. 

4.6. A. Wilcoxon’s rank test results 

The Wilcoxon rank-sum test results are presented in Table 16, 
providing statistical insights into the comparisons between the ESNS 
algorithm and other algorithms (SNS, GBO, RUN, and GWO) across 
different test cases. For Case 1, ESNS is significantly better than SNS, 
GBO, RUN, and GWO, with p-values of 6.7956E− 08, 9.2780E− 05, 
6.7956E− 08, and 6.7956E− 08, respectively. ESNS emerges as the 
winner in all comparisons. In Case 2, ESNS is again significantly better 
than SNS, GBO, RUN, and GWO, with p-values of 6.1266E− 08, 
5.2497E− 08, 5.4047E− 08, and 5.4600E− 08, respectively. Similar to 
Case 1, ESNS dominates in all comparisons. For Case 3, ESNS is statis-
tically equivalent (indicated by ’=’) to SNS, but significantly better than 
GBO, RUN, and GWO. The p-values for these comparisons are 
5.6517E− 02, 7.8980E− 08, 3.4156E− 07, and 3.4156E− 07, respec-
tively. In Case 4, ESNS is significantly better than SNS and GBO with p- 
values of 6.1529E− 08 and 3.0691E− 06, respectively. However, its 
performance is not significantly different from RUN (p-value: 
3.5859E− 04), and it is statistically equivalent to GWO (p-value: 
2.1841E− 01). These Wilcoxon rank-sum test results shed light on the 
comparative performance of the ESNS algorithm against the other al-
gorithms, providing valuable insights into their relative strengths across 
different test cases. 

4.7. Friedman’s rank test results 

The results of Friedman’s rank test were analyzed for the perfor-
mance of seven different algorithms across multiple test cases. Table 17 
displays the ranks assigned to each algorithm in each case, with algo-
rithms ESNS, SNS, GBO, RUN, and GWO. In Case 1, ESNS obtained the 
lowest rank of 1.05, while SNS and GWO received ranks of 4.65 and 
4.05, respectively. GBO and RUN fell in between with ranks of 2.05 and 
3.2. For Case 2, ESNS secured the lowest rank of 1, while SNS, GBO, 
RUN, and GWO followed with ranks of 2.95, 3.05, 3.05, and 4.95. In 
Case 3, GBO achieved the highest rank of 4.7, while ESNS, SNS, RUN, 
and GWO received ranks of 1.75, 1.35, 3.85, and 3.35. Case 4 presents 
ESNS and GBO gaining ranks of 1.8 and 3.8, respectively. SNS and RUN 
received ranks of 4.85 and 3.05, while GWO achieved the lowest rank of 
1.5. The mean ranks across all cases indicate that ESNS had the lowest 
average rank of 1.4, suggesting it performed well on average. SNS fol-
lowed with a mean rank of 3.45, GBO with 3.4, RUN with 3.2875, and 
GWO with 3.4625. 

Furthermore, Fig. 17 visually represents the mean ranks obtained 
from Friedman’s rank test for four different cases using the various al-
gorithms. This visualization provides a clear comparison of the algo-
rithms’ performances across the cases, helping to identify any significant 

Table 11 (continued ) 

Method Best Average Median Worst STD 

DSPSO- 
TS  
[93] 

32715.06 32730.39 –  32724.63 8.4 

BF-NM  
[77] 

32784.5024 – –  32976.81 85.77 

CSO  
[35] 

32709.36 32722.55 –  32712.49 4.56 

CCSO  
[35] 

32706.64 32706.64 –  32706.64 0.0007  

Table 12 
The optimal solution values of the 40-unit system.  

Method ESNS SNS GBO RUN GWO 

P1 
(MW) 

111.8716 110.8046 114  113.7667 111.318 

P2 
(MW) 

111.7829 110.9735 114  113.8196 113.29 

P3(MW) 97.40065 97.40021 120  98.35404 112.0964 
P4 

(MW) 
179.7338 179.7333 179.7331  179.7409 180.2536 

P5 
(MW) 

88.87531 91.96816 96.99999  95.52452 90.17506 

P6 
(MW) 

140 139.9998 140  125.161 140 

P7 
(MW) 

259.6019 259.6037 299.9997  264.8556 300 

P8 
(MW) 

284.6011 284.6029 290.6229  286.1997 292.6191 

P9 
(MW) 

284.6005 284.6078 284.6131  287.6533 287.0849 

P10 
(MW) 

130.0002 204.7999 279.5997  130.0021 130.8928 

P11 
(MW) 

168.8001 94.00099 94.00005  168.782 94.30928 

P12 
(MW) 

168.7998 168.8001 168.7998  168.8236 168.9356 

P13 
(MW) 

214.7599 214.7604 214.7598  214.7431 125 

P14 
(MW) 

394.2795 304.5184 304.5196  304.5213 304.4093 

P15 
(MW) 

394.2794 394.2794 394.2794  304.5446 484.0966 

P16 
(MW) 

304.5196 394.2796 125.0005  394.2737 304.982 

P17 
(MW) 

489.2794 489.2792 489.2794  489.2933 490.1055 

P18 
(MW) 

489.2799 489.2797 489.2794  489.283 489.7544 

P19 
(MW) 

511.2796 511.2794 511.2794  511.2879 511.8928 

P20 
(MW) 

511.2796 511.2802 511.2794  511.2876 511.699 

P21 
(MW) 

523.2797 523.2793 523.2794  523.294 524.8197 

P22 
(MW) 

523.2795 523.28 523.2794  523.2941 523.5176 

P23 
(MW) 

523.2795 523.2793 523.2794  523.3055 524.4795 

P24 
(MW) 

523.28 523.2823 523.2794  523.2948 524.2936 

P25 
(MW) 

523.2801 523.2794 523.2794  523.2825 523.2721 

P26 
(MW) 

523.28 523.2807 523.2794  523.3032 524.3899 

P27 
(MW) 

10.00022 10.0006 10  10.0056 11.7591 

P28 
(MW) 

10.0001 10.00055 10  10.00229 11.69244 

P29 
(MW) 

10.00017 10.00037 10  10.00172 10.13242 

P30 
(MW) 

89.57694 88.33986 97  93.88226 93.40904 

P31 
(MW) 

189.9999 190 190  189.9987 189.9209 

P32 
(MW) 

190 189.9996 190  189.9997 189.9654 

P33 
(MW) 

190 189.9998 190  189.9444 190 

P34 
(MW) 

164.8036 164.8059 199.9993  165.7906 177.3923 

P35 
(MW) 

164.8223 164.8143 200  199.9195 185.8648 

P36 
(MW) 

164.8137 164.8213 200  199.8445 199.6596 

P37 
(MW) 

110 110 109.9999  93.65193 108.1539 

(continued on next page) 
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differences in their ranks. 

4.8. Computational time 

This subsection provides insights into the computational efficiency of 
their proposed method in comparison to other algorithms. This infor-
mation is crucial for assessing the practicality of implementing the 
proposed method in real-world scenarios. The average CPU time serves 
as a metric to quantify the computational efficiency of the algorithms. 
This metric indicates the average amount of time the algorithms require 
to complete their computations, measured in terms of CPU processing 
time. To ensure statistical significance, the authors conducted 20 runs of 
each algorithm and then calculated the average CPU time across these 
runs. The results of the computational time analysis are presented in 
Table 18. This table displays the average CPU time for different algo-
rithms (ESNS, SNS, GBO, RUN, GWO) on various test systems with 
different numbers of units (11-unit, 15-unit, 40-unit, 110-unit). The 
average CPU time values are provided in the table for each combination 
of algorithm and test system. 

Fig. 18 visualize the average CPU time data for different algorithms 
on different test Each algorithm is represented by a distinct bar, and 
each test system is associated with a specific data point on the graph. 
The x-axis represents the test systems with different numbers of units, 
while the y-axis represents the average CPU time. Each bar’s height 

indicates the average CPU time for the corresponding algorithm on a 
specific test system. This graph presents quickly compare the compu-
tational efficiency of the algorithms across different test systems. It be-
comes evident which algorithms perform better in terms of 
computational time under varying system sizes. It demonstrates the 
proposed ESNS’s ability to consistently attain optimal solutions across 
various test cases, even though it demands longer CPU times than its 
algorithmic counterparts. The long CPU times also give valuable insights 
into the complexity of the problems being tackled. The proposed ESNS 
algorithm tries to find the optimal solutions and these extended pro-
cessing times serve as a testament to the intricacies and challenges 
inherent in the optimization problem. 

Table 12 (continued ) 

Method ESNS SNS GBO RUN GWO 

P38 
(MW) 

109.9999 109.9992 110  95.33708 110 

P39 
(MW) 

109.9999 109.9997 110  109.9358 109.8542 

P40 
(MW) 

511.2794 511.2793 511.2794  549.9939 511.9656 

V(MW) 3.37E− 04 7.24E− 03 4.22E− 09  3.41E− 04 12.5439 
Fuel 

Cost 
($/h) 

121415.6 121465.7 122103.7  121912.6 121951.3  

Fig. 13. The convergence curves of the proposed ESNS and other recent al-
gorithms for case 3. 

Fig. 14. Boxplots of the proposed ESNS and other recent algorithms for case 3.  

Table 13 
the Statistical results of the fuel cost using several optimization algorithms for 
Case 3.  

Method Best Average Median Worst Std. 

ESNS  121415.6  121742.2 121713.7 122155.2 206.7005 
SNS  121465.7  121640.8 121593.2 122267.9 194.8689 
GBO  122103.7  122859.7 122729.4 124411.4 577.6911 
RUN  121912.6  122413.3 122,437 123114.8 310.3578 
GWO  121951.3  122254.1 122171.9 122965.9 299.9711 
EBWO [72]  121600.9  122012.6 121991.8 122180.9 163.4211 
BWO [72]  122875.8  123398.6 123395.8 123858.9 240.7044 
SCSO [72]  123633.3  125219.7 125210.6 128464.7 1092.271 
SOA [72]  125704.4  127019.5 127074.1 128066.9 667.1643 
FOX [72]  123745.7  125954.3 126112.2 129811.1 1391.512 
ISMA [15]  121546.89  121702.82 121726.95 121859.73 164.1745 
SMA [15]  121621.68  121770.54 121781.88 121994.65 153.4794 
HHO [15]  122439.24  122966.90 122974.36 123801.25 364.4271 
JS [15]  122577.7  123181.8 123,331 123,413 246.9075 
TSA [15]  125385.34  125628.15 125368.53 126380.35 661.7595 
PSO [15]  121627.99  121893.32 121892.71 122077.55 151.4660 
PSO [12]  126487.71  129613.92 – 130049.36 2363.06 
PPSO [12]  125503.09  127886.04 – 129631.35 1033.37 
SSA [12]  123565.75  125408.20 – 127442.23 905.64 
MPA [12]  123180.98  124750.53 – 126614.40 927.37 
MGMPA  

[12]  
122634.69  123939.11 – 125523.19 755.10 

HSSA [44]  121960.27  122239.53 – – –  

M.H. Hassan et al.                                                                                                                                                                                                                              



International Journal of Electrical Power and Energy Systems 156 (2024) 109719

26

Table 14 
The optimal solution values of the 110-unit system.  

Method ESNS SNS GBO RUN GWO 

P1 (MW) 4.396819 2.4 12 4.304815 7.307189 
P2 (MW) 4.075666 2.4 12 2.4 3.758552 
P3(MW) 4.444906 4.840947 2.4 2.40087 11.27568 
P4 (MW) 6.866255 2.4 2.4 2.426355 4.644202 
P5 (MW) 4.357672 2.615427 2.400002 2.44357 3.009219 
P6 (MW) 4.087036 4 4 4.001954 4.391267 
P7 (MW) 4 12.42562 4 6.378918 4.803595 
P8 (MW) 4.176884 20 4 4.645362 9.265834 
P9 (MW) 4.737287 4 4 4 17.26776 
P10 (MW) 68.7276 32.44262 76 15.20251 17.58897 
P11 (MW) 38.27302 76 76 15.2 22.12444 
P12 (MW) 17.46777 76 15.2 50.44753 34.07952 
P13 (MW) 72.50605 26.95375 76 16.67627 50.16429 
P14 (MW) 33.63005 64.03202 100 70.57824 48.20954 
P15 (MW) 34.26905 25 25.0006 25.02376 33.80927 
P16 (MW) 30.27341 98.7397 25 80.38302 32.55901 
P17 (MW) 128.5514 60.0134 155 150.6839 153.7419 
P18 (MW) 154.9941 140.0132 155 86.13621 146.9209 
P19 (MW) 150.2492 87.9442 54.3 155 152.2013 
P20 (MW) 154.0879 94.0478 54.30001 120.176 146.636 
P21 (MW) 68.9 78.16154 189.5873 71.50172 70.71392 
P22 (MW) 69.69063 86.44323 68.90039 75.17649 71.68416 
P23 (MW) 70.96428 133.2475 68.90001 68.9 69.73388 
P24 (MW) 329.239 309.2896 350 350 338.2159 
P25 (MW) 389.4244 396.1684 400 399.9382 400 
P26 (MW) 394.3661 398.2161 400 400 398.6603 
P27 (MW) 491.1771 463.978 500 500 489.3208 
P28 (MW) 488.298 500 500 498.5611 464.5661 
P29 (MW) 175.4392 158.8764 200 200 196.5196 
P30 (MW) 87.73448 52.44466 100 32.16522 31.92832 
P31 (MW) 14.58612 36.54978 10 10 10.15611 
P32 (MW) 19.0881 18.31002 5 6.663588 7.676521 
P33 (MW) 42.07327 72.17863 20 49.64464 45.26159 
P34 (MW) 250 250 250 106.1709 246.9746 
P35 (MW) 329.3661 360 360 360 353.8889 
P36 (MW) 400 400 400 400 377.9885 
P37 (MW) 25.53483 25.58462 39.99994 25.29133 19.33672 
P38 (MW) 44.57193 62.56164 70 62.55828 44.61144 
P39 (MW) 74.29138 69.58808 100 100 81.36705 
P40 (MW) 36.26457 20 20.00006 117.3843 93.68055 
P41 (MW) 179.8758 61.06685 180 108.4389 174.218 
P42 (MW) 214.8806 170.4508 50 89.75025 200.7572 
P43 (MW) 440 434.0589 440 439.9357 440 
P44 (MW) 548.9356 560 560 557.9989 553.5239 
P45 (MW) 656.1668 660 660 660 659.95 
P46 (MW) 619.8882 552.7796 700 652.9989 616.8774 
P47 (MW) 7.818483 20.17209 5.4 13.05572 5.435878 
P48 (MW) 9.676454 18.31409 5.4 5.409877 7.411779 
P49 (MW) 8.668076 43.58376 8.4 30.76577 16.60949 
P50 (MW) 8.49503 18.74682 8.4 14.85525 8.816006 
P51 (MW) 15.86958 15.03547 8.4 8.710865 14.96421 
P52 (MW) 12 12.12576 12 12.03312 15.87253 
P53 (MW) 12.58266 26.34686 12 14.22486 12.21051 
P54 (MW) 12.99048 12.04599 12 13.86783 12.05828 
P55 (MW) 12.01301 12.66599 12 12 13.81338 
P56 (MW) 37.17278 26.88475 25.2 72.39573 90.98566 
P57 (MW) 37.97543 47.31701 25.2 30.84674 39.52808 
P58 (MW) 51.59871 35 35 68.91024 80.72538 
P59 (MW) 58.76934 97.12288 35 35.14155 60.09887 
P60 (MW) 45.07294 57.22598 45 49.54442 45.67647 
P61 (MW) 78.18369 99.98026 45.00001 64.25369 47.63764 
P62 (MW) 45.09367 58.11781 45 45.09173 48.00394 
P63 (MW) 178.0587 185 54.3 184.8126 143.3335 
P64 (MW) 123.7391 58.11555 185 185 107.5385 
P65 (MW) 182.4172 172.3989 185 182.2129 167.4087 
P66 (MW) 181.6759 54.3 54.3 185 175.4523 
P67 (MW) 70.04113 71.52256 70.00001 78.6103 70.38828 
P68 (MW) 71.86654 70 70.00004 70 70.76795 
P69 (MW) 84.65115 78.06458 70 75.43096 70.37324 
P70 (MW) 301.7323 177.1164 360 360 344.8961 
P71 (MW) 399.5556 400 400 400 397.789 
P72 (MW) 353.6583 394.0654 400 400 397.7459 
P73 (MW) 187.6238 155.3777 300 96.81548 192.1567 
P74 (MW) 174.1112 200.9273 50.0001 135.8347 222.6639  

Table 14 (continued ) 

Method ESNS SNS GBO RUN GWO 

P75 (MW) 89.89853 90 30 39.41893 42.3146 
P76 (MW) 47.07238 50 50 38.22897 30.99924 
P77 (MW) 301.436 442.0962 450 310.2392 296.3219 
P78 (MW) 389.3647 546.0889 600 525.6255 429.992 
P79 (MW) 148.8326 183.8953 200 181.8232 71.24911 
P80 (MW) 57.71897 120 120 20 87.21158 
P81 (MW) 10.05398 29.67041 10.00019 39.93151 23.65178 
P82 (MW) 35.80191 12 12.00092 12.77786 20.41162 
P83 (MW) 20.7817 26.57281 80 30.48403 42.34605 
P84 (MW) 180.9247 50 200 163.7517 198.0947 
P85 (MW) 324.4898 239.2535 325 323.528 276.9616 
P86 (MW) 410.1772 296.5789 440 440 427.3867 
P87 (MW) 10.00372 35 10 10.00062 13.51488 
P88 (MW) 37.53324 30.06295 20.00001 40.25334 53.07498 
P89 (MW) 99.17771 89.77608 20.00479 42.95365 22.06654 
P90 (MW) 166.7685 201.2848 220 167.7133 173.6614 
P91 (MW) 84.46154 30 30 30 120.5089 
P92 (MW) 90.56349 100 40 100 93.40121 
P93 (MW) 435.4527 440 440 440 439.5659 
P94 (MW) 479.4146 493.7429 500 500 428.3421 
P95 (MW) 594.4542 600 600 600 600 
P96 (MW) 518.1872 634.3845 200 533.8051 505.8276 
P97 (MW) 6.887408 8.4532 3.6 3.6 6.877397 
P98 (MW) 3.6 6.27438 3.6 3.981924 3.703808 
P99 (MW) 4.515441 9.967985 4.4 4.4 4.627253 
P100 (MW) 7.624756 4.4 22 4.4 8.498581 
P101 (MW) 10.02554 14.08068 60 28.29342 12.21866 
P102 (MW) 16.88769 51.89729 10.00006 29.59184 14.49934 
P103 (MW) 25.53068 40.51824 20.00569 46.72138 22.5554 
P104 (MW) 20.3262 42.66544 20 41.19115 28.56763 
P105 (MW) 40.02054 40 40 47.05959 40.29535 
P106 (MW) 40.21802 40 40 50.8729 42.39801 
P107 (MW) 50.08848 50.80527 50.00001 50.04667 51.08784 
P108 (MW) 33.07944 39.38022 30 30.01971 53.22926 
P109 (MW) 40.02948 62.98601 40 42.85748 43.88329 
P110 (MW) 20.4497 64.54053 20 20 28.91802 
V(MW) 1.07E− 01 1.73E− 01 5.91E− 08 1.72E− 02 3.54E− 03 
Fuel Cost 

($/h) 
200266.5 207194.8 202888.6 202010.7 201505.7  

Fig. 15. The convergence curves of the proposed ESNS and other recent al-
gorithms for case 4. 
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5. Discussion 

The Economic Load Dispatch (ELD) problem is a significant research 
area in power systems engineering. It involves determining the most 
efficient distribution of power among generating units in the power 
system to optimize the overall operating cost of the power system and 
enhance its efficiency. In this article, four standard test systems, 
including 11-, 15-, 40-, and 110-unit commonly used in power system 
studies were used to cover the analyses. The proposed ESNS algorithm is 
successfully developed and implemented for solving the ELD problem. 
Section 4 shows the simulation results of the proposed ESNS in two parts 
to show the superiority and performance of the proposed algorithm. In 
the first subsection, The performance of ESNS has been tested in the 23 
benchmark test suits, and its superiority against SNS and other recent 

algorithms has been verified. Then, The proposed ESNS was applied to 
the ELD problems in the second subsection. The proposed ESNS algo-
rithm showed that balancing the exploration and exploitation of this 
algorithm with high and low-velocity ratio strategy can find the opti-
mum fuel types for each generator and obtain the best power outputs 
with minimum fuel costs in order to satisfy the load demand in the grid. 

Based on the comprehensive analysis of the experimental results 
presented in Tables 9, 11, 13, and 15, it is unequivocally established that 
the ESNS algorithm has demonstrated remarkable superiority over its 
predecessors, including the SNS, GBO, RUN, and GWO algorithms. 
Furthermore, a comparative evaluation against various state-of-the-art 
algorithms culled from recent literature corroborates the outstanding 
performance of the ESNS algorithm in terms of optimizing fuel costs in 
power systems. One of the key hallmarks of the ESNS algorithm lies in its 
inherent capability to holistically address intricate constraints encoun-
tered in the realm of power system optimization. These constraints 
encompass generation capacity limitations, transmission losses, and the 
challenges posed by large-scale systems. This combination of complex 
constraints is adeptly managed by the ESNS algorithm, which thereby 
produces solutions of considerably superior quality when compared to 
its studied algorithms, namely the SNS, GBO, RUN, and GWO 
algorithms. 

The convergence curves of the algorithm in solving the dispatching 
problems such as in Figs. 5, 7, 9, 11, 13, and 15 for all test systems in all 
trials show that the convergence normally happens in acceptable itera-
tions. The convergence curves trials of all case study systems show that 
the convergences are not too early and not too late. Although the final 
obtained values outperformed other quoted methods, the results could 
be near optimal values. From the above figures, it is clear that A major 
feature underlying the ESNS algorithm’s prowess is its capacity to ach-
ieve enhanced convergence and solution stability when contrasted with 
the original SNS, GBO, RUN, and GWO algorithms. 

It is imperative to note that these insights are gleaned from the 
meticulous application of the ESNS algorithm to four standard test 
systems, featuring 11, 15, 40, and 110 units, each characterized by 
diverse operating constraints. the ESNS’s adept handling of complex 
constraints, superior solution quality, stability, and environmentally 
conscious optimization converges to position the ESNS algorithm as an 
indispensable tool in the quest for efficient and sustainable power gen-
eration. Moreover, The simulation results obtained from all the cases 
indicated significant improvements in the system performance and 
validated the efficacy of the proposed ESNS methodology. The intro-
duction of the proposed algorithm for ELD provides a comprehensive 
approach to address the challenges associated with determining the 
most efficient distribution of power among generating units in the power 

Fig. 16. boxplots of different techniques (Case study 4).  

Table 15 
the Statistical results of fuel cost using the studied algorithms for Case 4.  

Method Best Worst Median Average Std. 

ESNS  200266.5  202925.5 203669.1 204,908  1669.812 
SNS  207194.8  209977.1 209698.1 211106.9  1063.516 
GBO  202888.6  207338.9 206063.1 215710.8  3248.177 
RUN  202010.7  204777.8 204447.2 206498.3  1205.59 
GWO  201505.7  202480.1 202,387 203869.7  598.0938  

Table 16 
Statistical results of the Wilcoxon rank-sum test.  

ESNS vs SNS GBO RUN GWO 

Case no. P winner P winner P winner P winner 

Case 1 6.7956E− 08 + 9.2780E− 05 + 6.7956E− 08 + 6.7956E− 08 +

Case 2 6.1266E− 08 + 5.2497E− 08 + 5.4047E− 08 + 5.4600E− 08 +

Case 3 5.6517E− 02 = 7.8980E− 08 + 3.4156E− 07 + 3.4156E− 07 +

Case 4 6.1529E− 08 + 3.0691E− 06 + 3.5859E− 04 + 2.1841E− 01 =

Wilcoxon’s ranksum test (+/=/− ) 3/1/0 4/0/0 4/0/0 3/1/0  

Table 17 
Friedman test for the five algorithms.  

Case no. ESNS SNS GBO RUN GWO 

Case 1 1.05  4.65  2.05  3.2  4.05 
Case 2 1  2.95  3.05  3.05  4.95 
Case 3 1.75  1.35  4.7  3.85  3.35 
Case 4 1.8  4.85  3.8  3.05  1.5 
Mean ranks 1.4  3.45  3.4  3.2875  3.4625  
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system. It is worth noting that the power system operation costs millions 
of dollars annually that even a small improvement in the cost reduction 
and computation can save a large amount of budget. This can be ach-
ieved by utilizing the proposed method as an energy management sys-
tem to handle the economic dispatch of units in the grid. 

6. Conclusion 

The proposed ESNS algorithm presents a promising solution for the 
Economic Load Dispatch (ELD) problem, demonstrating its effectiveness 
in handling the non-convexity, non-drivability, and nonlinearity char-
acteristics of the problem, as well as its ability to address multiple 

constraints. The validation of the ESNS algorithm involved extensive 
testing on 23 benchmark functions. The proposed ESNS technique out-
performs the SNS, WHO, EO, and JS algorithms. Then, the medium, and 
large electric power test systems are undertaken to validate the appli-
cability of the proposed technique. It was applied to standard test sys-
tems, including 11-, 15-, 40-, and 110-unit systems commonly used in 
power system studies. To validate the effect of the ESNS technique, the 
ESNS results were compared with those of the SNS, GBO, RUN, and GWO 
algorithms. The results obtained from the ESNS algorithm exhibited 
superior solution quality and convergence speed compared to other 
optimization algorithms. The ESNS’s effective exploration and exploi-
tation of the search space make it a valuable tool for solving the ELD 

Fig. 17. Mean ranks obtained by Friedman’s rank test for four cases using various algorithms.  

Table 18 
The average CPU time of various algorithms for different test systems.  

Number of units ESNS SNS GBO RUN GWO 

11-unit  85.2942  73.8678  89.8031  136.106  41.8947 
15-unit  94.9765  77.4962  99.8369  119.648  48.5059 
40-unit  61.4472  52.0543  70.557  109.327  37.2507 
110-unit  254.541  201.805  267.084  297.062  144.262  

Fig. 18. Average CPU times of various algorithms for different test systems.  
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problem. The ESNS algorithm offers a robust and efficient solution to the 
challenging ELD problem, demonstrating its capability to handle various 
constraints and non-linearities associated with power system economics. 
Its superior performance compared to other optimization techniques 
positions it as a promising tool for both researchers and power system 
operators. The development of the ESNS algorithm showcases the po-
tential of employing innovative and unconventional approaches to 
tackle complex optimization problems in power system economics. 
Future work in ELD optimization can explore the application of the ESNS 
algorithm to larger power systems with increased units and constraints. 
Assessing the algorithm’s scalability in handling larger systems will be 
crucial for its practical implementation in real-world power systems. 
Furthermore, additional research can investigate the ESNS algorithm’s 
performance under diverse operating conditions, such as varying load 
demands and integration of renewable energy sources. This would 
provide valuable insights into the algorithm’s robustness and adapt-
ability to changing system dynamics, further enhancing its applicability 
and effectiveness in the field of power system optimization. 
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