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LOW ENERGY SOLUTIONS FOR SINGULARLY PERTURBED

COUPLED NONLINEAR SYSTEMS ON A RIEMANNIAN

MANIFOLD WITH BOUNDARY.

MARCO GHIMENTI AND ANNA MARIA MICHELETTI

Abstract. Let (M, g) be a smooth, compact Riemannian manifold with smooth
boundary, with n = dimM = 2, 3. We suppose the boundary ∂M to be a
smooth submanifold of M with dimension n − 1. We consider a singularly
perturbed nonlinear system, namely Klein-Gordon-Maxwell-Proca system, or
Klein-Gordon-Maxwell system of Scrhoedinger-Maxwell system on M . We
prove that the number of low energy solutions, when the perturbation param-
eter is small, depends on the topological properties of the boundary ∂M , by
means of the Lusternik Schnirelmann category. Also, these solutions have a
unique maximum point that lies on the boundary.

1. Introduction

Let (M, g) be a smooth, compact Riemannian manifold with smooth boundary,
with n = dimM = 2, 3. We suppose the boundary ∂M to be a smooth submanifold
of M with dimension n− 1.

We consider the following singularly perturbed electrostatic Klein-Gordon-Maxwell-
Proca (shortly KGMP) system on M with Neumann boundary condition

(1)







−ε2∆gu+ au = |u|p−2u+ ω2(qv − 1)2u in M
−∆gv + (1 + q2u2)v = qu2 in M

∂u
∂ν = 0, ∂v

∂ν = 0 on ∂M

Here ε > 0, a > 0, q > 0, ω ∈ (−√
a,
√
a) and 4 ≤ p < 2∗ being 2∗ = 6 for n = 3 or

2∗ = +∞ for n = 2.
The Neumann condition for the function u is interesting since it shows how

the topological properties of the boundary influence the number of solutions of
(1). Moreover from a physical viewpoint, give a Neumann condition for the second
function v corresponds to fix the electrical field on ∂M which is a natural condition
(for a more detailed discussion on this topic, we refer to [8, 10]).

The study of KGMP systems recently has known a rise of interest in the mathe-
matical community. In [13, 14, 15] equation (1) has been studied on a Riemaniann
boundariless manifold M . A similar problem has been considered in a flat domain
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Ω by D’Aprile and Wei [5, 6]. In the context of flat domains, moreover, many au-
thors have dealt with Klein Gordon Maxwell systems without singular perturbation
in the Laplacian term [1, 2, 3, 7, 9, 16].

In this paper we prove the following result.

Theorem 1. For ε small enough the KGMP system (1) has at least cat∂M non
constant distinct solutions (uε, vε) with low energy. Here cat∂M is the Lusternik
Schnirelmann category. Moreover the functions uε have a unique maximum point
Pε ∈ ∂M and uε = Zε,Pε

+Ψε where Zε,Pε
is defined in (6) and ‖Ψε‖L∞(M) → 0.

Remark 2. We notice that the same result can be obtained verbatim for the elec-
trostatic Klein-Gordon-Maxwell (shortly KGM) system with Neumann/Dirichlet
boundary condition,

(2)







−ε2∆gu+ au = |u|p−2u+ ω2(qv − 1)2u in M
−∆gv + q2u2v = qu2 in M

∂u
∂ν = 0, v = 0 on ∂M

and for the Schroedinger-Maxwell system with Neumann/Dirichlet boundary con-
dition, for ε > 0, a > 0, q > 0, ω ∈ R and 4 < p < 2∗

(3)







−ε2∆gu+ au+ ωuv = |u|p−2u in M
−∆gv = qu2 in M
∂u
∂ν = 0, v = 0 on ∂M

We explicitly treat systems (1) and (2) in the paper, pointing out the differences
in the proofs whenever necessary. For system (3) the estimates are easier and left
to the reader. We just mention that we have to rule out the case p = 4 in order to
have a smooth Nehari manifold (cfr. section 3)

Remark 3. The result of this paper relies on the topology of the boundary ∂M . In
a forthcoming paper the authors will point out how the geometry of ∂M affects the
number of one peaked solutions.

The paper is structured as follows: in Section 2 some basic concepts are recalled
and it is introduced the variational structure of the problem. The Nehari manifold
that is a natural constraint for the variational problem is introduced in Section
3. Section 4 contains the lines of the proof of Theorem 1, while in sections 5, 6
and 7 the steps of the proof are explained in full details. The profile description is
contained in Section 8. Some technical result is postponed in Section 9 to do not
overload the presentation of the results.

2. Preliminaries

We recall some well know result on Riemaniann manifold with boundary. At
first we introduce a coordinates system for a neighborhood of the boundary ∂M .

If ξ belongs to ∂M , let ȳ = (y1, . . . , yn−1) be Riemannian normal coordinates
on the n − 1 manifold ∂M at the point ξ. For a point x ∈ M close to ξ, there
exists a unique x̄ ∈ ∂M such that dg(x, ∂M) = dg(x, x̄). We set ȳ(x) ∈ R

n−1

the normal coordinates for x̄ and yn(x) = dg(x, ∂M). Then we define a chart

Ψ∂ξ : Rn+ → M such that (ȳ(x), yn(x)) =
(

Ψ∂ξ

)−1

(x). These coordinates are called

Fermi coordinates at ξ ∈ ∂M .
We note by d∂g and exp∂ respectively the geodesic distance and the exponential

map on by ∂M .
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We define the following neighborhood of a point ξ ∈ ∂M

Iξ(ρ,R) =
{

x ∈M : yn = dg(x, ∂M) < ρ and |ȳ| = d∂g
(

exp∂q (ȳ(x)), ξ
)

< R
}

.

where R, ρ > 0 are smaller than the injectivity radius of M . Often we will denote
Iξ(R) = Iξ(R,R) and, if no ambiguity is present, we simply use Iξ for Iξ(R, ρ) or
for Iξ(R) .

Let Rn+ =
{

y = (ȳ, yn) : ȳ ∈ R
n−1, yn ≥ 0

}

. It is well known that there exists a

least energy solution V ∈ H1(Rn+) of the equation

(4)

{ −∆V + (a− ω2)V = |V |p−2V, V > 0 on R
n
+

∂V
∂yn

|(ȳ,0) = 0.

We remark that, set U the least energy solution of

(5)

{

−∆U + (a− ω2)U = |U |p−2U, U > 0 on R
n

U ∈ H1(Rn)

which is radially symmetric, we have that V = U |yn≥0.

Set Vε(y) = V
(

y
ε

)

, and fixed ξ ∈ ∂M we define the function Zε,ξ(x) as

(6) Zε,ξ(x) =







Vε (y(x))χR (|ȳ(x)|) χρ (yn(x)) if x ∈ Iξ

0 otherwise

where χT : R
+ :→ [0, 1] is a smooth cut off function such that χT (s) ≡ 1 for

0 ≤ s ≤ T/2, χR(s) ≡ 0 for s ≥ T and |χ̃′
T (s)| ≤ 1/T .

We endow H1
g (M) with the scalar product and norm

〈u, v〉ε :=
1

εn

ˆ

M

ε2∇gu∇gv + (a− ω2)uvdµg; ‖u‖ε = 〈u, u〉1/2ε .

We call Hε the space H1
g equipped with the norm ‖ · ‖ε. We also define Lpε as the

space Lpg(M) endowed with the norm |u|ε,p =
1

εn

(
ˆ

M

updµg

)1/p

. We also use the

obvious notation H0,ε for the space H
1
0,g with the norm ‖·‖ε, where H1

g (resp. H1
0,g)

is the closure of C∞(M) (resp. C∞
0 (M)) with respect to the norm

´

M
|∇gu|2 + u2

(resp.
´

M
|∇gu|2).

2.1. The function ψ. First of all, we reduce the system to a single equation. In
order to overcome the problems given by the competition between u and v, using
an idea of Benci and Fortunato [2], we introduce the map ψ defined by the equation

(7)

{ −∆gψ + (1 + q2u2)ψ = qu2 in M
∂ψ
∂ν = 0 on ∂M

in case of Neumann boundary condition or by

(8)

{

−∆gψ + qu2ψ = qu2 in M
ψ = 0 on ∂M

in case of Dirichlet boundary condition.
In what follows we call H = H1

g for the Neumann problem and H = H1
0,g for

the Dirichelt problem. Thus with abuse of language we will say that ψ : H → H
in both (7) and (8). Moreover, from standard variational arguments, it easy to see
that ψ is well-defined in H and it holds

(9) 0 ≤ ψ(u) ≤ 1/q
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for all u ∈ H .

Lemma 4. The map ψ : H → H is C2 and its differential ψ′(u)[h] = Vu[h] at u is
the map defined by

(10) −∆gVu[h] + (1 + q2u2)Vu[h] = 2qu(1− qψ(u))h for all h ∈ H.

in case of Neumann boundary condition or

(11) −∆gVu[h] + q2u2Vu[h] = 2qu(1− qψ(u))h for all h ∈ H.

in case of Dirichlet boundary condition.
Also, we have

0 ≤ ψ′(u)[u] ≤ 2

q
.

Finally, the second derivative (h, k) → ψ′′(u)[h, k] = Tu(h, k) is the map defined by
the equation

−∆gTu(h, k) + (1 + q2u2)Tu(h, k) = −2q2u(kVu(h) + hVu(k)) + 2q(1− qψ(u))hk

in case of Neumann boundary condition or

−∆gTu(h, k) + q2u2Tu(h, k) = −2q2u(kVu(h) + hVu(k)) + 2q(1− qψ(u))hk

in case of Dirichlet boundary condition.

Lemma 5. The map Θ : H → R given by

Θ(u) =
1

2

ˆ

M

(1− qψ(u))u2dµg

is C2 and

Θ′(u)[h] =

ˆ

M

(1− qψ(u))2uhdµg

for any u, h ∈ H

For the proofs of these results we refer to [11], in which the case of KGMP is
treated. For KGM systems, the proof is identical.

Now, we introduce the functionals Iε, Jε, Gε : H → R

(12) Iε(u) = Jε(u) +
ω2

2
Gε(u),

where

(13) Jε(u) :=
1

2εn

ˆ

M

[

ε2|∇gu|2 + (a− ω2)u2
]

dµg −
1

pεn

ˆ

M

(

u+
)p
dµg

and

(14) Gε(u) :=
1

εn
q

ˆ

M

ψ(u)u2dµg.

By Lemma 5 we deduce that

(15)
1

2
G′
ε(u)[ϕ] =

1

εn

ˆ

M

[2qψ(u)− q2ψ2(u)]uϕdµg.

If u ∈ H is a critical point of Iε then the pair (u, ψ(u)) is the desired solution of
Problem (1) or (2).
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3. The Nehari manifold

It is well known that a critical point of the free functional Iε(u) can be found as
a critical point constrained on the natural constraint

Nε = {u ∈ H r {0} : I ′ε(u)u = 0} .
We want to prove that the Nehari manifold Nε is a C

2 manifold when p ≥ 4. (Here
is the only point in which for Schroedinger Maxwell systems we require p > 4).

Lemma 6. It holds that

(1) Nε is a C2 manifold and infNε
‖u‖ε > 0.

(2) It holds the Palais-Smale condition for the functional Iε|Nε
on Nε and for

the functional Iε|Nε
on H.

(3) For all u ∈ H such that |u+|ε,p = 1 there exists a unique positive number
tε = tε(u) such that tε(u)u ∈ Nε. Moreover tε(u) depends continuously on
u, provided that u+ 6≡ 0.

(4) limε→0 tε(Zε,ξ) = 1 uniformly with respect to ξ ∈ ∂M

The proof of this lemma is postponed in the appendix.

Remark 7. We notice that, if u ∈ Nε, then

Iε(u) =

(

1

2
− 1

p

)

‖u‖2ε +
(

1

2
− 2

p

)

ω2q

εn

ˆ

M

u2ψ(u)dµg +
ω2q2

εnp

ˆ

M

u2ψ2(u)dµg

=

(

1

2
− 1

p

)

|u+|pp,ε +
1

2

ω2q2

εn

ˆ

M

u2ψ2(u)dµg −
1

2

ω2q

εn

ˆ

M

u2ψ(u)dµg

Definition 8. We define

mε := inf {Iε(u) : u ∈ Nε} .

4. Strategy of the proof of Theorem 1

We sketch the proof of our main result. First of all, since the functional Iε ∈ C2

is bounded below and satisfies PS condition on the manifold Nε, we have, by well
known Lusternik Schnirelmann theorem, that Iε has at least catIdε critical points
in the sublevel

Idε = {u ∈ Nε : Iε(u) ≤ d} .
We prove that, for ε and δ small enough, it holds

(16) cat∂M ≤ cat
(

Nε ∩ Im
+
e +δ

ε

)

where m+
e ∈ R will be defined in Section 5 (Proposition 9)

To get (16) we build two continuous operators

Φε : ∂M → Nε ∩ Im
+
e +δ

ε

β : Nε ∩ Im
+
e +δ

ε → (∂M)2ρ

where (∂M)2ρ =
{

x ∈ R
N : d(x, ∂M) < 2ρ

}

with ρ small enough in order to have
cat∂M ≤ cat(∂M)2ρ.

We build these operators Φε and β such that β◦Φε : ∂M → (∂M)2ρ is homotopic
to the immersion i : ∂M → (∂M)2ρ. Thus, by the properties of Lusternik Schin-
relmann category we obtain (16). Then applying the above mentioned Lusternik
Schnirelmann theorem we obtain the proof of our main result.
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5. The map Φε

We define a function

Φε : ∂M → Nε

Φε(q) = tε(Zε,ξ)Zε,ξ

Proposition 9. For any ε > 0 the application Φε : ∂M → Nε is continuous.
Moreover, for any δ > 0 there exists ε0 = ε0(δ) > 0 such that, if ε < ε0 then

Φε(ξ) ∈ Nε ∩ Jm
+
e +δ

ε for all ξ ∈ ∂M

being

m+
e = inf

{

E+(v) : v ∈ N (E+)
}

E+(v) =

ˆ

Rn
+

1

2
|∇v|2 + (a− ω2)

2
|v|2 − 1

p
|v+|pdx;

N (E+) =
{

v ∈ H1(Rn+)r {0} : E+(v)v = 0
}

;

Proof. The continuity follows directly by the continuity of tε. For the second claim,
we observe that

Iε (tε(Zε,ξ)Zε,ξ) =
1

2
t2ε‖Zε,ξ‖2ε −

1

p
tpε |Zε,ξ|pε,p +

1

εn
qt2ε

ˆ

M

ψ(tεZε,ξ)Zε,ξdµg

In light of Lemma 6, claim 4, we have that tε(Zε,ξ) → 1 as ε → 0, uniformly with
respect to ξ ∈ ∂M . Moreover, since tε(Zε,ξ) → 1 and by (42) have, uniformly with
respect to ξ,

1

εn
qt2ε

ˆ

M

ψ(tεZε,ξ)Zε,ξdµg → 0

Finally, by Remark 21, we get

(17) lim
ε→0

Iε(tε(Zε,q)Zε,q) =
1

2

ˆ

Rn
+

|∇V |2 + (a− ω2)V 2dy − 1

p

ˆ

Rn
+

V pdy = m+
e

uniformly with respect to q ∈ ∂M . �

Remark 10. By Proposition 9, given δ, we have that Nε ∩ Jm
+
e +δ

ε 6= ∅ for ε small
enough. Moreover we have

lim sup
ε→0

mε ≤ m+
e .

6. Concentration results

For any ε > 0 we can construct a finite closed partition Pε =
{

P εj
}

j∈Λε
of M

such that

• P εj is closed for every j and P εj ∩ P εk ⊂ ∂P εj ∩ ∂P εk for j 6= k;

• K1ε ≤ dεj ≤ K2ε, where d
ε
j is the diameter of P εj and c1ε

n ≤ µg
(

P εj
)

≤
c2ε

n;
• for any j there exists an open set Iεj ⊃ P εj such that, if P εj ∩ ∂M = ∅, then
dg
(

Iεj , ∂M
)

> Kε/2, while, if P εj ∩∂M 6= ∅, then Iεj ⊂
{

x ∈M : dg (x, ∂M) ≤ 3
2Kε

}

;

• there exists a finite number ν(M) ∈ N such that every x ∈M is contained
in at most ν(M) sets Iεj , where ν(M) does not depends on ε.

By compactness of M such a partition exists, at least for small ε. In the following
we will choose always ε0(δ) sufficiently small in order to have this partition.
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Lemma 11. There exists a constant γ > 0 such that, for any fixed δ > 0 and for
any ε ∈ (0, ε0(δ)), where ε0(δ) is as in Proposition 9, given any partition Pεof M
as above, and any function u ∈ Nε ∩ Jm

+
e +δ

ε , there exists a set P εj ⊂ Pε such that

1

εn

ˆ

P ε
j

|u+|pdµg ≥ γ > 0.

Proof. By Remark 10 we have that Nε ∩ Jm
+
e +δ

ε 6= ∅. For any function u ∈ Nε ∩
J
m+

e +δ
ε we denote by u+j the restriction of u+ to the set P εj . Then we can write

‖u‖2ε =
1

εn

ˆ

M

(u+)pdµg −
qω2

ε3

ˆ

M

(2− qψ(u))ψ(u)u2dµg

≤ 1

εn

ˆ

M

(u+)pdµg =
1

εn

∑

j

ˆ

M

(u+j )
pdµg =

=
∑

j

|u+j |p−2
p

ε
n(p−2)

p

|u+j |2p
ε

2n
p

≤ max
j

{

|u+j |p−2
p

ε
n(p−2)

p

}

∑

j

|u+j |2p
ε

2n
p

.

Then the proof follows exactly as in [12], Lemma 5.1. �

Remark 12. Fixed δ and ε, we recall that the Ekeland variational principle states
that, for any u ∈ Nε ∩ Jmε+2δ

ε there exists uδ ∈ Nε such that

Iε(uδ) < Iε(u), ||uδ − u||ε < 4
√
δ;

∣

∣

∣

(

Iε|Nε

)′
(uδ)[ϕ]

∣

∣

∣
<

√
δ ||ϕ||ε .

Moreover, since a Palais Smale sequence for Iε|Nε
is indeed a PS sequence for the

free functional we have also that

|I ′ε(uδ)[ϕ]| <
√
δ ||ϕ||ε .

Proposition 13. For all η ∈ (0, 1) there exists a δ0 < m+
e such that for any

δ ∈ (0, δ0) for any ε ∈ (0, ε0(δ)) (as in Prop. 9) and for any function u ∈ Nε∩Im
+
e +δ

ε

we can find a point ξ = ξ(u) ∈ ∂M for which

(18)

(

1

2
− 1

p

)

1

εn

ˆ

Iξ(ρ,R)

|u+|pdµg ≥ (1 − η)m+
e

Proof. We first prove this property for u ∈ Nε ∩ Im
+
e +δ

ε ∩ Imε+2δ
ε .

Assume, by contradiction, that there exists η ∈ (0, 1), two sequences of vanishing

real numbers {δk}k and {εk}k and a sequence of functions {uk}k ⊂ Nεk ∩I
m+

e +δk
εk ∩

I
mεk

+2δk
εk such that, for any ξ ∈ ∂M it holds

(19)

(

1

2
− 1

p

)

1

εnk

ˆ

Iξ(ρ,R)

|u+k |pdµg < (1− η)m+
e .

By Remark 12 we can assume

J ′
εk
(uk)[ϕ] ≤

√

δk ||ϕ||εk for all ϕ ∈ H1
g (M).
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By Lemma 11 there exists a set P εkk ∈ Pεk such that

1

εnk

ˆ

P
εk
k

|u+k |pdµg ≥ γ > 0.

we have to examine two cases: either there exists a subsequence P
εik
ik

such that

P
εik
ik

∩ ∂M 6= ∅, or there exists a subsequence P
εik
ik

such that P
εik
ik

∩ ∂M = ∅. For

simplicity we write simply Pk for P
εik
ik

.
First case: Pk ∩ ∂M 6= ∅. We choose a point ξk interior to Pk ∩ ∂M . We have

the Fermi coordinates Ψ∂ξk : Bn−1(0, R) × [0, R] → M , Ψ∂ξk(ȳ, yn) = (x̄, xn) = x,

being Bn−1(0, R) =
{

ȳ ∈ R
n−1, |ȳ| < R

}

. In what follows we simply call

B(R)+ := Bn−1(0, R)× [0, R]

We consider the function wk : Rn+ → R defined by

uk(Ψ
∂
ξk(ȳ, yn))χR(|ȳ|)χR(yn) = uk(Ψ

∂
ξk(εkz̄, εzn))χR(|εkz̄|)χR(εzn) = wk(z̄, zn).

It is clear that wk ∈ H1(Rn+) with wk(z̄, zn) = 0 when |z̄| = 0, R/εk or zn = R/εk.
We now show some properties of the function wk.

It is easy to see (cfr. [12], Prop. 5.3) that {wk}k is bounded in H1(Rn+). Then
there exists w ∈ H1(Rn+) such that wk converges to w weakly in H1(Rn+) and
strongly in Lploc(R

n
+).

We claim that the limit function w is a weak solution of
{

−∆w + (a− ω2)w = (w+)p−1 in R
n
+;

∂w
∂ν = 0 for y = (ȳ, 0);

First, for any f ∈ C∞
0 (Rn+) we define on the manifold M the function

fk(x) := f

(

1

εk

(

Ψ∂ξk
)−1

(x)

)

= f(z) where x = Ψ∂ξk(εkz).

We notice that for every f ∈ C∞
0 (R3), there exists k such that suppf ⊂ B(0, R/2εk).

Thus, suppfk ⊂ Iξk(R/2).
Moreover, we have ‖fk‖εk ≤ C‖f‖H1(R3), thus, by Ekeland principle we have

(20) |I ′εk(uk)[fk]| ≤ σk‖fk‖εk → 0 while k → ∞.

On the other hand we have

(21)

I ′ε(uk)[fk] =
1

εnk

ˆ

M

ε2k∇guk∇gfk+aukfk− (u+k )
p−1fk−ω2(1− qψ(uk))2ukfkdµg

= 〈uk, fk〉εk − 1

εnk

ˆ

M

(u+k )
p−1fkdµg +

qω2

ε3k

ˆ

M

(2− qψ(uk))ψ(uk)ukfkdµg

=

ˆ

Tk





∑

ij

gijξk(εkz)∂ziwk(z)∂zjf(z) + (a− ω2)wk(z)f(z)



 |gξk(εz)|1/2dz

−
ˆ

Tk

(w+
k (z))

p−1f(z)|gξk(εz)|1/2dz

+ qω2

ˆ

Tk

(

2− qψ̃k(z)
)

ψ̃k(z)wk(z)f(z)|gξk(εz)|1/2dz
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Here Tk = B(R/2εk)+ ∩ suppf and ψ(uk)(x) := ψk(x) = ψk(Ψ
∂
ξk
(εkz)) := ψ̃k(z)

where x ∈ Iξk(R) and z ∈ B(R/εk)+. Since suppfk ⊂ Iξk(R/2), for KGMP
systems, by (1) we have

0 =

ˆ

M

∇gψ(uk)∇gfk + (1 + q2uk)ψ(uk)fk − qu2kfkdµg

=
ε3k
ε2k

ˆ

Tk

∑

ij

gijqk(εkz)∂ziψ̃k(z)∂zjf(z)|gqk(εz)|1/2dz

+ε3k

ˆ

Tk

(1 + q2wk(z))ψ̃k(z)f(z)|gqk(εz)|1/2dz

−ε3k
ˆ

Tk

qw2
k(z)f(z)|gqk(εz)|1/2dz,

The above equation holds for KGMP systems but the analogous for KGM systems
is obvious. We have

(22) −
ˆ

Tk

∑

ij

gijξk(εkz)∂ziψ̃k(z)∂zjf(z)|gξk(εz)|
1/2dz =

= ε2k

ˆ

Tk

(

(1 + q2wk(z))ψ̃k(z)− qw2
k(z)

)

f(z)|gξk(εz)|1/2dz

Arguing as in Lemma 19 we have that

c

ˆ

B(R/εk)+

|∇ψ̃k(z)|2dz ≤ ε2k
εnk

ˆ

M

|∇gψk|2dµg ≤
1

εnk
q

ˆ

M

u2kψk

≤ 1

εnk

ˆ

u2k ≤ ‖uk‖2εk ≤ C

where c, C > 0 are suitable constants. Moreover, by Lemma 19

c1

ˆ

B(0,R/εk)

|ψ̃k(z)|2dz ≤ 1

εnk

ˆ

M

ψ2
kdµg ≤

1

εnk
‖ψk‖2H1

g
≤ c2

1

εnk
|uk|44,g

≤ c2|uk|44,ε ≤ C

where c1, c2, C > 0 are suitable constants. Conlcuding, we have that ‖ψ̃k‖H1(B(R/εk)+)

is bounded, and then also ‖χR/εk(z)ψ̃k(z)‖2H1(Rn
+) is bounded. So, there exists a

ψ̄ ∈ H1(Rn+) such that ψ̄k(z) := χR/εk(z)ψ̃k(z) → ψ̄ weakly inH1(Rn+) and strongly
in Lploc(R

n
+) for any 2 ≤ p < 2∗.

By (22) we have

−
ˆ

Rn
+

∑

ij

gijξk(εkz)∂ziψ̄k(z)∂zjf(z)|gξk(εz)|
1/2dz =

= ε2k

ˆ

Rn
+

(

(1 + q2wk(z))ψ̄k(z)− qw2
k(z)

)

f(z)|gξk(εz)|1/2dz

and, using that gijk (εz) = δij +O(εk|z|) and that |gq(εz)|1/2 = 1 +O(εk|z|) we get
ˆ

Rn
+

∇ψ̄k(z)∇f(z)dz = O(εk).

Thus, the function ψ̄ ∈ H1(Rn+) is a weak solution of −∆ψ̄ = 0, so ψ̄ = 0.
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At this point, arguing as above we have

(23)
1

εnk

ˆ

M

(2− qψ(uk))ψ(uk)ukfkdµg =
1

εnk

ˆ

Iξk (R/2)

(2− qψ(uk))ψ(uk)ukfkdµg =

=

ˆ

suppf

(

2− qψ̄k
)

ψ̄kwkf |gξk(εz)|1/2dz → 0

while k → ∞ because ψ̄k → 0 strongly in Lploc(R
n
+) for any 2 ≤ p < 2∗. Thus, by

(23), (20) and (21) and because wk ⇀ w in H1 we deduce that, for any f ∈ C∞
0 (R3),

it holds
ˆ

Rn
+

∇w∇f + (a− ω2)wf − (w+)p−1f = 0.

Thus, w is a weak solution of −∆w + (a − ω2)w = wp−1 on R
n
+ with Neumann

boundary condition. Since uk ∈ Nεk ∩ Im
+
e +δk

εk we have
(

1

2
− 1

p

)

‖uk‖2εk ≤ Iεk(uk) ≤ m+
e + δk,

hence

(24) ‖w‖2a ≤ lim inf
k

‖wk‖2a ≤ 2p

p− 2
m+
e

where ‖w‖2a = 1
2

´

Rn
+
|∇w|2 + (a− ω2)u2. Set

N∞ =
{

v ∈ H1(Rn+)r {0} : ‖v‖2a = |v|pp
}

,

we have that w ∈ N∞ ∪ {0}. Since Pk ∩ ∂M 6= ∅, we can choose T > 0 such that

Pk ⊂ Iξk (εkT, εkT ) for k large enough.

for ξk ∈ Pk ∩ ∂M . By definition of wk and by Lemma 11 there exist a ξk such
that, for k large enough

∣

∣

∣

∣w+
k

∣

∣

∣

∣

Lp(Bn−1(0,T )×[0,T ])
=

ˆ

Bn−1(0,T )×[0,T ]

∣

∣χR(εk|z̄|)χρ(εkzn)u+k
(

ψ∂qk(εkz)
)
∣

∣

p
dz =(25)

=
1

εnk

ˆ

Bn−1(0,εkT )×[0,εkT ]

∣

∣u+k
(

ψ∂qk(y)
)
∣

∣

p
dy ≥

≥ c

εnk

ˆ

Bn−1(0,εkT )×[0,εkT ]

∣

∣u+k
(

ψ∂qk(y)
)∣

∣

p |gqk(y)|1/2 dy =

≥ c

εnk

ˆ

Iqk (εkT,εkT )

∣

∣u+k
∣

∣

p
dµg ≥ cγ > 0.

Since wk converge strongly to w in Lp(Bn−1(0, T ) × [0, T ]), we have w 6= 0, so
w ∈ N∞. Hence, by (24) we obtain that

(26) ‖w‖2a = |w|pp =
2p

p− 2
m+
e

and that wk → w strongly in H1(Rn+). From this we derive the contradiction.

Indeed, since |gq(εkz)|1/2 = 1 +O(εk|z|), fixed T , by (18), for k large it holds

(27)

ˆ

B(T )+

(

w+
k

)p
dz ≤

(

1− η

2

) 2p

p− 2
m∞.
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Moreover, by (26) there exists a T > 0 such that
´

B(T )+
wpdz >

(

1− η
8

)

2p
p−2m∞

and, since wk → w strongly in Lploc(R
n
+),
´

B(T )+

(

w+
k

)p
dz >

(

1− η
4

)

2p
p−2m∞, that

contradicts (27).
Second case: P εk ∩ ∂M = ∅. In this case we choose a point ξk interior to P εk

and we consider the normal coordinates at ξk. We set wk(z) as

uk(x)χR(exp
−1
ξk

(x)) = uk(expξk(y))χR(y) = uk(expξk(εkz))χR(εkz) = wk(z).

Arguing as in the previous case, we can establish that wk is bounded in H1(Rn)
and converges to some w ∈ H1(Rn) weakly in H1(Rn) and strongly in Lploc(R

n).
Moreover w 6= 0 and is a solution of −∆w + (a − ω2)w = wp−1 in R

n. Thus

‖w‖2a = |w|pp = 2 2p
p−2m

+
e and wk → w strongly in H1(Rn) and from this follows the

contradiction.

Conclusion: We have proved the claim for uk ∈ Nεk ∩ Im
+
e +δk

εk ∩ Imε+2δk
εk . We

prove now the claim in the general case. For uk it holds

Iεk(uk) =

(

1

2
− 1

p

)

|u+k |pp,εk +
1

2

ω2q2

εnı̀k

ˆ

M

u2kψ
2(uk)dµg −

1

2

ω2q

εnk

ˆ

M

u2kψ(uk)dµg

≥ (1− η)m+
e − 1

2

ω2q

ε3k

ˆ

M

u2kψ(uk)dµg

By compactness of M there exists ξ1, . . . , ξm ∈ M r ∂M and ξm+1, . . . , ξl ∈ ∂M
such that

1

εnk

ˆ

M

u2kψ(uk)dµg ≤
m
∑

i=1

1

εnk

ˆ

Bg(ξi,r)

u2kψ(uk)dµg +
l
∑

i=m+1

1

εnk

ˆ

Iξi (r)

u2kψ(uk)dµg

For any ξi, i = 1, . . . ,m, arguing as above, we can introduce two sequences of
functions wik and ψ̄k such that wik → wi, strongly in H1(Rn), wi solution of −∆w+
(a− ω2)w = wp−1, and that ψ̄ik → 0 strongly in Lploc(R

n) for any 2 ≤ p < 2∗. We
thus have that, for any ξi

1

εnk

ˆ

Bg(ξi,r)

u2kψ(uk)dµg ≤
ˆ

Rn

(

wik
)2
ψ̄ikdx→ 0.

It follows identically, for i = m+ 1, . . . , l,

1

εnk

ˆ

I
ξi

(r)

u2kψ(uk)dµg ≤
ˆ

Rn
+

(

wik
)2
ψ̄ikdx→ 0.

Thus lim supkmεk ≥ m+
e , and, in light of Remark 10, limkmεk = m+

e . Hence, when

ε, δ are small enough, we have Nε ∩ Im
+
e +δ

ε ⊂ Nε ∩ Imε+2δ
ε and the general claim

follows. �

7. The map β

For any u ∈ Nε with we can define its center of mass as a point β(u) ∈ R
N by

(28) β(u) =

ˆ

M

x|u+(x)|pdµg
ˆ

M

|u+(x)|pdµg
.

The application is well defined on Nε, since u ∈ Nε implies u+ 6= 0 (it follows

immediatly by Lemma 6). In the following we will show that if u ∈ Nε ∩ Jm
+
e +δ



12 MARCO GHIMENTI AND ANNA MARIA MICHELETTI

then β(u) belong to a tubular neighborhood of ∂M , provided ε and δ sufficiently
small.

Proposition 14. For any u ∈ Nε ∩ Jm
+
e +δ, with ε and δ small enough, it holds

β(u) ∈ (∂M)3ρ,

being (∂M)r =
{

x ∈ R
N d(x, ∂M) < r

}

a neighborhood of ∂M in the space R
N

where the manifold M is embedded. Moreover the composition

β ◦ Φε : ∂M → (∂M)3ρ

is well defined and homotopic to the identity of ∂M .

Proof. Since mε → m+
e and by Proposition 13 we get that for any u ∈ Nε ∩Jm

+
e +δ

there exists ξ ∈ ∂M such that

(29) (1− η)m+
e ≤

(

1

2
− 1

p

)

1

εn
|u+|pLp(Iξ(ρ,R)).

Since u ∈ Nε ∩ Jm
+
e +δ we have

m+
e + δ ≥ Iε(u) =

(

p− 2

2p

)

|u+|pp,ε +
ω2q2

2εn

ˆ

M

u2ψ2(u)dµg −
ω2q

2εn

ˆ

M

u2ψ(u)dµg ≥

≥
(

p− 2

2p

)

|u+|pp,ε −
ω2q

2εn

ˆ

M

u2ψ(u)dµg

Now, arguing as in Lemma 19 we have that, by Holder inequality that ‖ψ(u)‖H ≤
(´

M u12/5
)5/6

, and, in the same way, that

1

εn

ˆ

M

ψ(u)u2 ≤ 1

εn
‖ψ‖H

(
ˆ

M

u12/5
)5/6

≤ C
1

εn

(
ˆ

M

u12/5
)5/3

≤ Cε
2
3n|u|412/5,ε ≤ Cε

2
3n‖u‖4ε ≤ Cε

2
3n,

since ‖u‖ε is bounded because u ∈ Nε ∩ Im∞+δ
ε .

So, provided we choose ε(δ0) small enough, we have

(30)

(

1

2
− 1

p

)

1

εn
|u+|pp,g < m+

e + 2δ.

By (29) and (30) we get
ˆ

Iξ(ρ,R)

|u+|p
|u+|pp,g

dµg ≥
1− η

1 + 2δ
m+

e

.

By definition of β we have

|β(u)− q| ≤
∣

∣

∣

∣

∣

ˆ

Iξ(ρ,R)

(x− q)
|u+|p
|u+|pp,g

dµg

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ˆ

MrIξ(ρ,R)

(x− q)
|u+|p
|u+|pp,g

dµg

∣

∣

∣

∣

∣

≤

≤ 2ρ+D

(

1− 1− η

1 + δ
m+

e

)

,

where D is the diameter of the manifold M as a subset of Rn. Here we supposed,
without loss of generality that R < ρ. Choosing η and δ small enough we get the
first claim. The second claim is standard. �
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8. Profile description

Let uε a low energy solution. By regularity theory (see [4, Th. 1])we can prove
that uε ∈ C∞(M̄). So there exists at least one maximum point of uε on M . We
can prove that, for ε small, uε has a unique local maximum point Pε ∈ ∂M and we
can describe the profile of uε.

Lemma 15. Let (uε, ψ(uε)) be solution of (2) such that Iε(uε) ≤ m+
e + δ < 2m+

e .
Then, for ε small, uε is not constant on M .

Proof. At first we notice that if uε is constant, also ψ(uε) is constant. Moreover,
by (2) the values of uε and ψ(uε) depend only on a, ω, q and p. Let uε = u0 and
ψ(uε) = ψ0. Immediatly we have

Iε(uε) =

(

1

2
− 1

p

)

1

ε3

ˆ

M

(a− ω2)u20dµg

+

(

1

2
− 2

p

)

ω2q

ε3

ˆ

M

u20ψ0dµg +
ω2q2

ε3p

ˆ

M

u20ψ
2
0dµg → +∞

which leads us to a contradiction. �

Since uε is not constant and continuous on M̄, then there exists at least a max-
imum point P ∈ M̄ . Proceeding as in [13], it is easy to see that if P ∈ M r ∂M
then Iε(uε) ≥ m∞ = 2m+

ε where

m∞ = inf {E(v) : v ∈ N (E)} = E(U) with U defined in (5)

E(v) =

ˆ

Rn

1

2
|∇v|2 + (a− ω2)

2
|v|2 − 1

p
|v+|pdx;

N (E) =
{

v ∈ H1(Rn)r {0} : E(v)v = 0
}

.

This implies that P ∈ ∂M . Now, since uε is regular and ∂u
∂ν = 0 on ∂M , P is also

a critical point for uε|∂M and ∆guε(x0) ≤ 0. We have the following result.

Lemma 16. Let P ∈ ∂M be a maximum point for uε solution of (2). Then

(31) (uε(P ))
p−2

> a− ω2

Proof. We have just pointed out that ∆guε(P ) ≤ 0. Then

0 ≥ ε2∆guε(P ) = uε(P )
[

a− (uε(P ))
p−2 − ω2 (qψ(uε)(P ) − 1)2

]

and, since |qψ(uε)− 1| < 1,

a ≤ (uε(P ))
p−2

+ ω2 (qψ(uε)(P )− 1)
2 ≤ (uε(P ))

p−2
+ ω2.

This ends the proof. �

Lemma 17. Let uε be a solution of (2) such that Iε(uε) ≤ m+
e + δ < 2m+

e . Then,
when ε is sufficiently small, uε has a unique maximum point P ∈ ∂M .

Proof. We argue by contradiction. Suppose that uε has two maximum points
P 1
ε , P

2
ε ∈ ∂M . We first prove that dg(P

1
ε , P

2
ε ) → 0.

Otherwise, we can find a sequence of vanishing positive numbers εj and for each
εj a solution uεj with (at least) two maximum points P 1

εj → P 1 and P 2
εj → P 2 as

j → ∞ with P 1 6= P 2.
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We define Qiεj ∈ R
n−1 such that

P iεj = exp∂P i(Qiεj ) i = 1, 2.

and we can define a sequence v1j as

v1j (z) =















uεj

(

ψ∂P 1(Q1
εj + εjz)

)

for zn ≥ 0

uεj

(

ψ∂P 1(Q1
εj + εjz

τ)
)

for zn < 0

where zτ = (z1, . . . , zn−1,−zn), and z ∈ R
n sufficiently small such that the Fermi

coordinates ψ∂P 1 are well defined. In the same way we define v2j . At this point we
can proceed as in [13] and we can prove that for any bounded set B eventually

vij ∈ C2(B) and vij
j−→ U in C2(B), where U is the positive, radially symmetric

least energy solution of (5). Now choose R̄ such that
ˆ

B(0,R̄)

|∇U |2 + (a− ω2)U2 >
2p

p− 2
· m∞ + 2δ

2
.

For εj sufficiently small, we have that εjR̄ ≤ dg(P
1,P 2)
2 , thus

2Iεj (uεj ) ≥2

(

1

2
− 1

p

)

‖uεj‖2εj

≥2

(

1

2
− 1

p

)

1

εnj

ˆ

I
P1(εj R̄)∪I

P2(εj R̄)

ε2|∇guεj |2 + (a− ω2)u2εj

≥2

(

1

2
− 1

p

)
ˆ

B(0,R̄)∩zn≥0

|∇v1j (z)|2 + (a− ω2)(v1j )
2

+ 2

(

1

2
− 1

p

)
ˆ

B(0,R̄)∩zn≥0

|∇v2j (z)|2 + (a− ω2)|v2j |2 + o(1)(32)

=

(

1

2
− 1

p

)
ˆ

B(0,R̄)

|∇v1j (z)|2 + (a− ω2)|v1j |2

+

(

1

2
− 1

p

)
ˆ

B(0,R̄)

|∇v2j (z)|2 + (a− ω2)|v2j |2 + o(1)

→2

(

1

2
− 1

p

)
ˆ

B(0,R̄)

|∇U |2 + (a− ω2)U2 > m∞ + 2δ

and thus Iεj (uεj ) > m+
e + 2δ that is a contradiction.

Now we have that dg(P
1
ε , P

2
ε ) → 0. With the same technique we can prove also

that

(33) lim
j→∞

1

εj
dg(P

1
εj , P

2
εj ) = 0

To conclude the proof we have to show that (33) raises to a contradiction. In
fact suppose that dg(P

1
εj , P

2
εj ) ≤ cεj for some c > 0 and consider the sequence of

functions

(34) wεj =















uεj

(

ψ∂P 1(Q1
εj + εjz)

)

for zn ≥ 0

uεj

(

ψ∂P 1(Q1
εj + εjz

τ)
)

for zn < 0

with |z| ≤ c.
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For any j, wεj has two maximum points in B(0, c). Moreover, we can argue, as in

the previous steps, that wεj → U in C2(B(0, c)) and this is a contradiction. �

Lemma 18. Write uε = Zε,Pε
+Ψε where Zε,Pε

is defined in (6) and Pε ∈ ∂M is
the unique maximum point. It holds that ‖Ψε‖L∞(M) → 0.

Proof. By the C2 convergence proved in Lemma 17 we have that, given ρ > 0, and
defined wε as in (34), we get, as before,

2‖uε − Zε,Pε
‖C0(IPε (ερ))

= ‖wε(z)− U(z)‖C0(B(0,ρ)) + o(1) → 0

as ε→ 0. Moreover, since uε has a unique maximum point by Lemma 17, we have
that, for any ρ > 0,

max
x∈MrIPε (ερ)

uε(x) = max
x∈∂IPε (ερ)

uε(x) = max
|z|=ρ

U(z) + σ(ε) ≤ ce−αρ + σ1(ε)

for some constant c, α > 0 and for some σ1(ε) → 0 for ε → 0. This proves the
claim. �

9. Proof of technical results

Here we collect some technical result which has been used in the proof of the
main result.

Proof of Lemma 6. If u ∈ Nε, , by (15), we have

0 = Nε(u) = ‖u‖2ε − |u+|pε,p +
qω2

εn

ˆ

M

(2− qψ(u))ψ(u)u2dµg

= ‖u‖2ε − |u+|pε,p +
qω2

2εn

ˆ

M

(2ψ(u) + ψ′(u)[u])u2dµg.(35)

The functional Nε is of class C2 for 2 < p < 2∗ because ψ is of class C2. Also, for
4 ≤ p < 2∗ we have N ′

ε(u)[u] < 0 for all u ∈ Nε. In fact by (35) we have

N ′
ε(u)[u] = 2‖u‖2ε − p|u+|pε,p +

qω2

εn

ˆ

M

(2− qψ(u))ψ′(u)[u]u2dµg

+
2qω2

εn

ˆ

M

(2− qψ(u))ψ(u)u2dµg −
q2ω2

εn

ˆ

M

ψ′(u)[u]ψ(u)u2dµg =

= (2− p)‖u‖2ε +
qω2

εn

ˆ

M

[4− p− 2qψ(u)]ψ(u)u2dµg

+
qω2

εn

ˆ

M

[

2− p

2
− 2qψ(u)

]

ψ′(u)[u]u2dµg < 0 for p ≥ 4,(36)

thus Nε is a C2 manifold.
Now, assume by contradiction that there exists a sequence {uk}k ∈ Nε with

‖uk‖ε → 0 while k → +∞. Thus, using that Nε(u) = 0 and that 0 ≤ ψ(uk) ≤ 1/q
we have

‖uk‖2ε ≤ ‖uk‖2ε +
qω2

εn

ˆ

M

[2− qψ(uk)]u
2
kψ(uk)dµg = |u+k |pp,ε ≤ C‖uk‖pε,

so 1 ≤ C‖uk‖p−2
ε → 0 that gives us a contradiction, so claim 1 is proved.

To prove claim 2, first, we show that if {uk}k ∈ Nε is a Palais-Smale sequence
for the functional Iε constrained on Nε, then {uk}k is a is a Palais-Smale sequence
for the free functional Iε on Hε
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Indeed, let {uk}k ∈ Nε such that

Iε(uk) → c
|I ′ε(uk)[ϕ]− λkN

′(uk)[ϕ]| ≤ σk‖ϕ‖ε with σk → 0

In particular I ′ε(uk)
[

uk

‖uk‖ε

]

− λkN
′(uk)

[

uk

‖uk‖ε

]

→ 0. Thus, since uk ∈ Nε,

λkN
′(uk)

[

uk
‖uk‖ε

]

→ 0.

By (36), if inf |λk| 6= 0, we have that ‖uk‖ε → 0 that contradicts Lemma 6.Thus
λk → 0. Moreover, since

Iε(uk) =

(

1

2
− 1

p

)

‖uk‖2ε +
(

1

2
− 2

p

)

ω2q

ε3

ˆ

M

u2kψkdµg +
ω2q2

εnp

ˆ

M

u2kψ
2
kdµg → c,

we have that ‖un‖ε is bounded. By Remark 20 we have that |N ′(un)[ϕ]| ≤ c‖ϕ‖ε.
Thus {uk}k is a PS sequence for the free functional Iε.

To conclude the proof of claim 2, we prove that Iε safisfies the PS condition on
the whole space Hε. Let {uk}k ∈ Hε such that

Iε(uk) → c |I ′ε(uk)[ϕ]| ≤ σk‖ϕ‖ε where σk → 0

We have that ‖uk‖ε is bounded. Indeed, by contradiction, suppose ‖un‖ε → ∞.
Then, by PS hypothesis

pIε(uk)− I ′ε(uk)[uk]

‖uk‖ε
=

(p

2
− 1
)

‖uk‖ε +
qω2

εn

ˆ

M

[p

2
− 2 + qψ(uk)

] u2kψ(uk)

‖uk‖ε
dµg → 0

Since p ≥ 4 and ψ(un) ≥ 0 this leads to a contradiction. At this point, up to
subsequence uk ⇀ u inHε, then by Lemma 19 we have, up to subsequence, ψ(uk) :=
ψk ⇀ ψ̄ = ψ(u).

We have that

uk − i∗ε[(u
+
k )
p−1]− ω2qi∗ε

[(

qψ2
k − 2ψk

)

uk
]

→ 0

where the operator i∗ε : Lp
′

g , | · |ε,p′ → Hε is the adjoint operator of the immersion

operator iε : Hε → Lpg, | · |ε,p. Since uk → u in Lp
′

, to get H1
g strong convergence of

{uk}k it is sufficient to show that
(

qψ2
k − 2ψk

)

un →
(

qψ̄2 − 2ψ̄
)

u in Lp
′

g . We have

(37) |ψkuk − ψ̄u|p′,g ≤ |(ψk − ψ̄)u|p′,g + |ψk(uk − u)|p′,g.
and

(38) |ψ2
kuk − ψ̄2u|p′,g ≤ |(ψ2

k − ψ̄2)u|p′,g + |ψ2
k(uk − u)|p′,g.

For the first term of (37) we have, by Holder inequality

ˆ

M

|ψk − ψ̄| p
p−1 |u| p

p−1 ≤
(
ˆ

M

|ψk − ψ̄|p
)

1
p−1

(
ˆ

M

|u| p
p−2

)

p−2
p−1

→ 0,

and for the other terms we proceed in the same way.
To prove claim 3, define, for t > 0

H(t) = Iε(tu) =
1

2
t2‖u‖2ε +

qω2

2εn
t2
ˆ

M

ψ(tu)u2dµg −
tp

p
.
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Thus, by (15)

H ′(t) = t

(

‖u‖2ε +
qω2

2εn

ˆ

M

[2− qψ(tu)]ψ(tu)u2dµg − tp−2

)

= t

(

‖u‖2ε +
qω2

εn

ˆ

M

ψ(tu)u2dµg +
qω2

2εn
t

ˆ

M

ψ′(tu)[u]u2dµg − tp−2

)

(39)

H ′′(t) = ‖u‖2ε +
qω2

2εn

ˆ

M

[2− qψ(tu)]ψ(tu)u2dµg

+
qω2

εn
t

ˆ

M

[1− qψ(tu)]ψ′(tu)[u]u2dµg − (p− 1)tp−2(40)

By (39) there exists tε > 0 such that H ′(tε) = 0, because, for small t, H ′(t) > 0
and, since p ≥ 4, it holds H ′(t) < 0 for t large. Moreover,

tp−2
ε = ‖u‖2ε +

qω2

εn

ˆ

M

ψ(tεu)u
2dµg +

qω2

2εn
tε

ˆ

M

ψ′(tεu)[u]u
2dµg

then, by Lemma 4

H ′′(tε) = (2− p)‖u‖2ε +
qω2

εn

ˆ

M

[

2− p− q

2
ψ(tεu)

]

ψ(tεu)u
2dµg

+
qω2

2εn

ˆ

M

[3− p− 2qψ(tεu)]ψ
′(tεu)[tεu]u

2dµg < 0,

so tε is unique. The continuity of tε is standard.
We now prove the last claim. We have

(41) tp−2
ε |Zε,ξ|pε,p = ‖Zε,ξ‖2ε +

qω2

εn

ˆ

M

ψ(tεZε,ξ)Z
2
ε,ξdµg

− q2ω2

2εn

ˆ

M

ψ2(tεZε,ξ)Z
2
ε,ξdµg

where tε = tε(Zε,q). It holds

lim
ε→0

1

εnt2ε

ˆ

M

ψ(tεZε,ξ)Z
2
ε,ξdµg = 0(42)

lim
ε→0

1

εnt4ε

ˆ

M

ψ2(tεZε,ξ)Z
2
ε,ξdµg = 0(43)

In fact, set ψ(tεZε,ξ) := ψε. We have, by Remark 21 and by definition of ψε,

‖ψε‖2H ≤ ‖ψε‖2H + q2
ˆ

M

ψ2
ε t

2
εZ

2
ε,ξdµg = t2εq

ˆ

M

Z2
ε,ξψεdµg ≤

≤ ct2ε|ψε|6,g
(
ˆ

M

Z
12/5
ε,ξ dµg

)5/6

≤ ct2ε‖ψε‖H1
g
ε

5n
6 .

Moreover

1

εn

ˆ

M

ψεZ
2
ε,ξdµg ≤

1

εn
‖ψε‖H1

g

(
ˆ

M

Z
12/5
ε,ξ dµg

)5/6

≤ ct2ε
1

εn
ε

10n
6 = ct2εε

2n
3 ,

and

1

εn

ˆ

M

ψ2
εZ

2
ε,ξdµg ≤

1

εn

(
ˆ

ψ6
εdµg

)1/3(ˆ

M

Z3
ε,ξdµg

)2/3

≤ 1

εn
‖ψε‖2H1

g
ε

2n
3 ≤ t4εε

4n
3 .
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This proves (42) and (43). For any sequence εk → 0, by (41), (42) and (43) and
by Remark 21 we have that tεk is bounded. Then, up to subsequences tεk → t̄.
By (41) and Remark 21 we have t̄p−2|V |pp =

´

Rn
+
|∇V |2 + (a− ω2)V 2dx. By (4) we

complete the proof. �

Lemma 19. Let uk ⇀ u in H1
g (M). Then, up to subsequence, ψ(uk) ⇀ ψ(u) in

H1
g (M).

Proof. We set ψk := ψ(uk). By (7), it holds

‖ψk‖2H1
g

≤ ‖ψk‖2H1
g
+

ˆ

M

q2u2kψ
2
kdµg = q

ˆ

M

u2kψkdµg ≤ c‖uk‖2L4
g
‖ψk‖H1

g

then ‖ψk‖H1
g
≤ c‖uk‖2L4

g
, thus ‖ψk‖H1

g
is bounded and, up to subsequence, ψk ⇀ ψ̄

in H1
g (M). We recall that ψk solves (7), thus passing to the limit we have that

ψ̄ also solves (7). Since (7) admits a unique solution, we get ψ̄ = ψ(u). If ψ(uk)
solves (8) the proof follows in the same way if we use on H1

0,g the equivalent norm
‖u‖H1

0,g
= ‖∇u‖L2

g
. �

Remark 20. We have that ‖Vu(h)‖H ≤ c|h|3,g|u|3,g. In fact, by Lemma 4

‖Vu(h)‖2H ≤ ‖Vu(h)‖2H +

ˆ

M

q2u2V 2
u (h)dµg ≤

≤
ˆ

M

2qu(1− qψ(u))hVu(h)dµg ≤ c‖Vu(h)‖H |h|3,g|u|3,g.

Remark 21. the following limits hold uniformly with respect to q ∈ ∂M .

(44) lim
ε→0

||Zε,ξ||22,ε =
ˆ

Rn
+

V 2(y)dy

(45) lim
ε→0

||Zε,ξ||pp,ε =
ˆ

Rn
+

V p(y)dy

(46) lim
ε→0

ε2 ||∇Zε,ξ||22,ε =
ˆ

Rn
+

|∇V |2 (y)dy
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