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Abstract 
Objective: The accurate registration of virtual pre-operative information of the human body anatomy, obtained as images 
with imaging devices, with real intra-operative information is one of the key aspects on which effective Image Guided 
Surgery (IGS) is based. The registration of pre-operative images on the real patient, during abdominal and thoracic  
interventions, is influenced by many parameters, which in many cases are influenced each other, thus making it often 
difficult to define the problem and consequently to solve it for each specific kind of intervention. The objective of this 
paper is to obtain an analytic description of the 3D image to patient registration problem, which can be more intuitive than 
the traditional textual descriptions. 

Methods: The problem is formalized and various parameters affecting the registration are macro-classified in function of 
their nature.  

Results: The problem is analytically described discussing for each macro-category of parameters potential solutions to 
avoid or to reduce their contribution to the registration error.  

Conclusions: The availability of an analytic description of the image to patient torso registration problem can be 
beneficial for teaching IGS, to describe existing registration strategies, and to search new ones for each kind of surgery 
using a systematic approach. 
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1 Introduction 
Image to image registration is the process of determining the correspondence between two images, namely source and 
target image [1]. The determination of such a correspondence requires the geometrical or spatial mapping (or spatial 
transformation) of the source image so that it can be aligned with the target image. The mapping can be from one 3D 
coordinates system (source image) to another 3D coordinates system (target image) in case of computed tomography (CT) 
or magnetic resonance imaging (MRI), or from 2D to 2D in the case of ultrasound or C-Arm, and also in general a 2D 
image to a 3D image and vice-versa can be mapped. This work deals with 3D to 3D mapping, but almost all the 
considerations can be applied to the other cases. Transformations used for registration purposes can be subdivided into 
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Some authors proposed to follow the movements of internal organs elaborating endoscopic images: applying artificial 
markers directly on organs surfaces [19], while recent research works on machine vision proposed to avoid the need of 
artificial markers performing a video tracking of the organs exposed surfaces [20, 21]. At present only in-vitro and animal 
tests have been performed using the previous techniques, since there are obvious troubles related to the insertion of 
artificial markers on organs parenchyma, and the presence of fat tissue on organ surface seriously compromise the clinical 
application of such techniques based on the reconstruction of the organs (not exposed) surfaces. 

The trajectory of target points, contained in the target volume of interest for each specific intervention, can be predicted 
during the breathing at given respiratory states [22]. Recent studies have proposed dynamic models for reproducing the 
entire trajectory of target points during the respiratory cycle [23, 24]. However, they can fail because of the displacements 
generated by other physiological effects (not contemplated in the models) or from a not correct re-positioning of the 
patient (in the operative room in respect to the radiological department). In any case this approach could offer good results 
in the future for the replication of movements and deformations of abdominal and torso structures in image-guided 
surgical treatments, following a methodological approach to the problem, which takes into account all sources of error and 
not only breathing.     

In this regard, a thorough biomechanical model of the anatomy has been proposed, theorized, supported and promoted by 
the European Union [25-27] in order to provide a complete dynamic registration compensating all physiological parameters 
and decubitus of the patient in the surgical room, which may differ from those in the radiological department. 

All non-rigid techniques, static or dynamic require a preliminary coarse registration as starting point for more accurate 
deformable (non-rigid) approaches [13, 28]. Today, rigid body registration is the only approach used for this initial alignment 
thanks to the amount of published works which evaluated its mathematical properties and to the existence of 
mathematically optimal solutions to the problem [29, 30]. The method used for this initial registration is fundamental in order 
to reduce the starting registration error, and also it is important to know the error obtained because, in general, the non rigid 
registration algorithms are iterative and provide optimal local solutions which depend on the starting conditions. Even 
though there are some studies on the accuracy of rigid body registration for cranial and extra cranial targets, there are no 
specific works for the estimation of errors in the abdomen and torso [31]. 

The registration of pre-operative 3D images on the real patient, during abdominal and thoracic interventions, is influenced 
by many parameters, which in many cases are influenced each other, thus making often difficult to define the problem and 
consequently to solve it for each specific kind of intervention with a methodological approach. The problem is well known 
as described in many medical and bioengineering papers. The objective of this paper is to obtain an analytic description of 
the 3D image to patient registration problem, which can be more intuitive, at least for technicians, than the traditional 
textual descriptions mainly published by radiotherapists [32]. 

2 Methods 
In the next paragraphs the problem is formalized and the various parameters affecting the registration are macro-classified 
in function of their nature in order to obtain an analytic description of the 3D images to patient torso registration problem 
in image guided interventions. 

2.1 The abdomen registration problem for IGS 
The sources of the problem are the position of the center of mass of each voxel i in the reference frame of the radiological 
device rd that we define Vrdi. The targets are the corresponding target moving points in the patient's anatomy Vsri(t), 
which can be referred to a steady reference frame in the surgical room as the reference frame of a tracker or a frame 
attached to the patient. From a surgical point of view, it would be ideal to know with extreme precision where each Vsri(t), 
corresponding to a specific Vrdi, is at each instant as depicted in Figure 2.  
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2.3 Analytic description of the problem  
In this paragraph the problem defined in 2.1 is described in more details in function of the parameters affecting the 

registration described in 2.2. 

The position of each point in the patient is determined by the following macro-categories of parameters: 

 bc(t) is the bed configuration in terms of angles relative to the floor, shape and covering material at time t; 

 dec(t) is the decubitus of the patient on the bed at time t;  

 pp(t) indicate all physiological parameters at time t. 

So equation (1) becomes: 

                                                ˆ ( ) , ,i iVsr t Vsr bc t dec t pp t
                                                          

   (2) 

3D radiological devices acquire “frozen” voxels at particular instants and often some delay occurs between the acquisition 

of the various voxels of an image. Generally, a generic voxel i is acquired at instant ti and depends on bc(ti), dec(ti), and 

pp(ti) of the patient at the acquisition time. Neglecting the artifacts introduced by the radiological device, Vrdi can be 

defined as: 

                                          ( ), ( ) ( )i i i i iVrd Vrd bp t dec t , pp t
 
                                                   (3) 

 tsrV i
ˆ  can be determined as function of the pre-operative information expressed by all Vrdi, the time, and in case by other 

source of information relative to surgical and diagnostic devices (like endoscopic cameras) and the patient (like position 

sensors, physiological sensors, etc…) that satisfy equation (2): 

                            1
ˆ ˆ, ( ) '( ... ,..., ) | ( ) ( ), ( ), ( )i n i it i Vsr t F Vrd Vrd t Vsr t Vsr bp t dec t pp t                                (4) 

Where F'(Vrdi ...Vrdn ,...,t) means a function of all the available Vrdi and possible additional parameters relative to the 

devices, the patient and the time. 

From (4), a weaker condition can be written as following: 

                                    ˆ ˆ, , ( ) ( ) ( ) ( )i j i jt i j Vsr t Vsr t Vsr t Vsr t   
 
                                        (5) 

Relation (5) implies that the configurations between real points, expressed by  iVsr t  and estimated points  ˆ
iVsr t  

have to be as similar as possible, in terms of distances between each other. Relation (5) remains valid applying rigid 

transformations on all points. As a consequence, the problem can be decomposed as follows: a rigid transformation for the 

alignment of the two reference frames (rd and sr), followed by a deformation of the preoperative virtual information to the 

real information adjusting the relative distances of the points, at each instant. Since this deformation is in general time 

depending, and deformable registration is often used in IGS for static (not time depending) deformable registrations, in 

this paper we prefer to define it as configuration adaptation. 
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The same approach is used in every non-rigid method for the registration of static medical images (coarse followed by fine 

registration or rigid followed by non rigid registration) [28, 36]. In our case the problem is a bit more complicated because a 

static points cloud, corresponding to the pre-operative information (Vrdi points), has to be aligned with a “moving” points 

cloud corresponding to the intra-operative information (moving Vsri(t) points), but the approach can be the same.  

The order of the two operations, rigid transformation and configuration adaptation, could be swapped, but the classic 

order, rigid followed by non rigid registration, has to be preferred on the ground of some intuitive considerations. 

Obviously it is not possible to describe points trajectories Vsri(t) using only the static values of all Vrdi. Further 

intra-operative information is required. A large number of intra-operative information could be acquired using additional 

radiological volumetric and potentially 4D devices in the surgical room. This information would describe the trajectories 

of many points of the patient body during the intervention. The trajectories of the not acquired points by the intra-operative 

radiological device could be estimated using, for example, interpolation. Unfortunately almost all surgical rooms have no 

volumetric radiological devices (like open MRI or similar). However, the acquisition of some intra-operative data, as those 

acquired by means of tracking system or by means of ultrasound on or inside the body, can offer important conditions for 

biomechanical/physiological models similar to those documented by Blackall and McClelland demonstrating the 

possibility to predict points position during breathing [23, 24]. By measuring only a part of the intra-operative information, 

other information could be estimated. This estimation could be enhanced during the intervention, depending on the 

precision and on the type of the available intra-operative devices. For example when the surgeon discovers new distingui- 

shable anatomical landmarks, he/she can acquire this point by means of localized instruments and cameras. This 

information could offer the position of some Vsri, which could be employed as a useful new condition for biomechanical 

or motion models. All this information will be represented in a reference frame of the surgical room (fixed with a tracker), 

so a preliminary change of reference system on the pre-operative data is functional in order to use coherent information in 

the biomechanical or motion models. This is a reason to enforce the traditional order of the transformations: rigid followed 

by non rigid registration one. 

The rigid transformation can be performed by aligning either fiducial points or fiducial surfaces on the patient, acquired in 

the pre-operative radiological device reference frame rd and in the surgical room reference frame sr, assuming the patient, 

or a part of the patient, as a rigid object [29, 30]. Deformations of the fiducials structure composed by elements, such as points 

of a cloud or points characterizing a surface, introduce systematic errors in the registration. In order to minimize the 

registration error, at least on fiducials elements, each fiducial point (or fiducial surface) in the proximity of steady element 

on the patient has to be chosen, and its configuration has to be as replicable as possible [37]. In this case, a rigid registration 

can be performed at the beginning of the intervention and should be repeated only if the bed configuration bc, or the patient 

decubitus dec, will be changed. 

A rigid transformation on Vrdi can be written, using Cartesian coordinates, in terms of rotation matrix R and translation 

vector T, as follows: 

                                ( ), ( ) ( ) ( ), ( ) ( )i i i i i i i iVsr bp t dec t , pp t R Vrd bp t dec t , pp t T                             (6) 

Then, the configuration adaptation becomes: 

                                        1
ˆ, ( ) ( ... ,..., )i nt i Vsr t F Vsr Vsr t                                                                 (7) 

which has to satisfy (5). Function F will be very similar to F' , the only difference is that F works with input and output data 

in the sr reference. F will depend on the rigidly registered pre-operative voxels barycentres  ( ), ( ) ( )i i i iVsr bp t dec t , pp t  

and other parameters relative to the patient (like position sensors, physiological sensors, etc…) and time.  
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3 Results 
The general problem can be summarized with the following steps: 

1) To determine the change of reference system (eq. 6) to rigidly move each voxel barycentre Vrdi, expressed in the 

radiological device reference frame rd, in the corresponding isrV
~

expressed in a steady reference system sr in the 

surgical room; 

2) To define a configuration adaptation function F (eq. 7) and its required parameters able to estimate anatomy 

deformations (eq. 5) in order to move each pre operative acquired and rigidly registered isrV
~

 on the 

corresponding Vsri(t) as required by equation (4), which become: 

      )(),(),()(ˆ|),...,,
~

...,
~

()(ˆ, 1 tpptdectbpVsrtsrVt)),pp(tdec(t)bp(tsrV)),pp(tdec(t)bp(tsrVFtsrVit iiiiiniiii  (8) 

4 Discussion 
The goal of this paper is not to find a solution for the registration of each anatomical structure of the human torso for each 
kind of intervention, but simply to propose the 3D image to patient registration problem from an analytic point of view.  

One of the author experienced as a teacher that this analytic description is useful to allow students to understand the 
problem from a general point of view and then to analyze possible solution for each specific case. 

This description can be also useful to describe existing registration strategies and to search new ones for each kind of 
surgery using a systematic approach. 

At first, one has to note that also in case of rigid structures inside the torso, e.g. a vertebra, the registration is in general 
simpler than on a deformable tissue, but not trivial. The distance between points inside a vertebra remains approximately 
constant, but the pose of a vertebra is influenced by the bp, dec and pp factors: the shape of the bed influences the spine and 
vertebras configuration, which is also influenced by the patients' decubitus, and finally phisiological parameters like 
breathing can move the spine. For this reason in spine IGS, to obtain high registration accuracy, a frame is rigidly fixed 
directly on the vertebra and a rigid registration (e.g. using x-Ray projections) is performed [38, 39] to determine the 
transformation (as eq. 6) between the radiological device reference frame rd and the reference system of the frame 
attached to the spine that is, following the notation introduced in this paper, the sr reference frame. This rigid registration 

is enough to align each isrV
~

 on the corresponding Vsri  and the configuration adaptation function F reported in equation 

(7) and (8) is not required since the virtual pre-operative vertebra and the real vertebra are rigid and so bc, dec and pp 
parameters do not affect vertebra points positions in the sr reference frame attached to the vertebra. If is not possible to 
employ a steady reference frame fixed with the anatomy, the registration of rigid structures is prone to large errors as for 
deformable tissues. 

In the general case of soft tissues, or rigid structures without a steady reference frame, one can employ procedures 
routinely used by radiotherapists to meticulously reproduce the patient settings during the treatment as in the planning 
room. By following radiotherapists work, bed positioning and its shape during the acquisition of medical datasets has to be 
chosen accordingly to the bed configuration used inside the surgical room for the specific intervention (considering the 
requirements of the radiological device and the type of intervention to be performed). In this case bc in the surgical room 
will be similar, as more as possible, to the one during the acquisition of the pre-operative image. Furthermore, during the 
intervention the exact decubitus of the patient has to be replicated as during the radiological scanning to obtain the same 
relative position of the basin and the thoracic cage, in order to obtain a dec in the surgical room similar, as more as 
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possible, to the one during the acquisition of the pre-operative image. A realignment of these structures needs immobilize- 
ation devices and/or additional iterative work in the surgical room in order to find a perfect correspondence between 
pre-operative and intra-operative patient decubitus [40]. Furthermore, the position of arts affects the arrangement of some 
abdominal organs, in particular: arms position influences upper abdominal structures, while legs position influences the 
lower ones. For this reason, radiotherapists immobilize arms or legs depending on the body part they have to treat in order 
to obtain a patient decubitus in the treatment room like in the planning room. The steps to follow in case of image guided 
interventions are the same. The realignment procedure allows to simplify the configuration adaptation function F (eq. 8) 

removing the need to simulate the changes in isrV
~

 in respect to Vsri due to bc and dec parameters.  

If there are the minor differences between for isrV
~

and Vsri due to bc and dec factors, respiratory motion models that 

correlate target points trajectories, pre operatively acquired with radiological scanners, with the respiratory cycle, acquired 
with breathing monitors [41-45] allow to precisely implement configuration adaptation function F. A review of respiratory 
motion models is in Ref. [46]. They can fail in a real scenario because of the displacements generated by other physiological 
effects (not contemplated in the motion models) or from a not correct re-positioning of the patient on the surgical bed. In 

case of differences in bc or dec parameters a predictive model cannot be accurate since the basal position of each isrV
~

 (at 

a defined instant of the breathing cycle e.g. at the end of the exhalation phase) is different to the corresponding Vsri.  

The using of intra-operative device like CT or MRI simplifies the problem but their availability, for logistic and economic 
reasons, is limited. In any case, more simple and cheap intra-operative imaging devices like 3D ultrasound or 3D RA, 
which will be widespread in the near future thanks to the lowering of their price as portable unit, allows to avoid the change 
of reference frame for each patient (eq. 6). It is possible since the scanner positioned in the operating room can be easily 
and precisely calibrated with the surgical room reference frame sr. Furthermore the acquisition of the anatomy directly on 

the surgical bed allows to dramatically simplify the problem, by removing differences between isrV
~

and Vsri, due to bc and 

dec factors. Intra-operative scanners could be also useful in all cases where the use of pre-operative images cannot be 
avoided due to the type and the quality of the information required performing the intervention. As an example 3D RA are 
able to acquire fine morphologic information on bones (orthopaedics) and on arteries (cardio vascular surgery) but the 
quality and the quantity of the information, at least for some anatomical structures, is not comparable with CT and MRI. In 
these cases intra-operating imaging devices like 3D RA offers the possibility to precisely perform the change of reference 
frame (eq. 6) using not just few points, but using an entire volume of information. The same approach can be performed 
with other kind of intra-operative imaging device e.g. an ultrasound to acquire clearly distinguishable internal anatomical 
references [47] or directly the entire shape of the structure of interest [48]. 

In case of changes due to bc and dec factors, the availability of dense intra-operative information allows, theoretically, to 
proceed for its compensation by means of the implementation of complex deformable algorithms having a lot of 
information on the target configuration.   

As analyzed there are different possibilities to try to solve the registration problem. The open question is to understand 
what the best approach for each anatomical structure and for each kind of intervention is.  

5 Conclusion 
The registration of pre-operative 3D images on the real patient, during abdominal and thoracic interventions, is influenced 
by many parameters, which in many cases are influenced each other. 

The availability of an analytic description of the problem can be beneficial for teaching IGS and to describe existing 
registration strategies and to search new ones for each kind of surgery using a systematic approach. 
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The result of the analysis highlights the complexity of the problem, the need to simplify it using a methodological 
approach, and the usefulness of intra-operative imaging devices, like 3D RA or 3D ultrasound, which will be widespread 
in the near future thanks to the lowering of their price as portable units. 
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