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Abstract—We investigate the problem of joint routing and
link scheduling in Time-Division Multiple Access (IDMA) Wire-
less Mesh Networks (WMNSs) carrying real-time traffc. We pro-
pose a framework that always computes a feasiblelation (i.e. a
set of paths and link activations) if there exist®ne, by optimally
solving a mixed integer-non linear problem. Such dotion can be
computed in minutes or tens thereof for e.g. gridef up to 4x4
nodes. We also propose heuristics based on Lagraagidecompo-
sition to compute suboptimal solutions considerablyaster and/or
for larger WMNSs, up to about 50 nodes. We show thahe heuris-
tic solutions are near-optimal, and we exploit themo investigate
the optimal placement of one or more gateways frona delay
bound perspective.

Keywords—Link Scheduling; Routing; Wireless Mesh
Networks; Real-time Traffic; Worst-Case Delay

I.  INTRODUCTION

Wireless Mesh Networks (WMNSs) [1] are a cost-effext
technology for providing broadband access at tlye ed wire-
line networks, or in remote, rural, or difficult-taire areas. In-
terference among wireless links with overlappingectage can
be sorted out in either the frequency or the tiomain. In the

first case, differenthannelsare assigned to interfering links, a

problem known aschannel assignmenin the second case,
which is the one dealt with in this paper, the fudquency
spectrum is given to each link, but interferingkénare acti-
vated on a Time Division Multiple Access (TDMA [Zgsis.
In this case, time is slotted and synchronized, alivik sched-
uling algorithm activates only sets of non-interferingk§ in
the same time slot. Link scheduling algorithms geaerally
more effective if they take into account the (knoamesti-
mated) traffic demand and link scheduling is comsd jointly
with routing, WMNSs generally requiring multi-hop roonuni-
cations. Cross-layer approaches where link schagloli chan-
nel assignment and routing are jointly addressee haen ex-
tensively studied [3]-[7] in the past few years.

In the recent past, a growing number of works hewvés-
aged using WMNSs for transmitting real-time traffeeg. road
traffic information [34] , video surveillance [39{c. Real-time
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[24]-[26]) tackle the problem of minimizing the TDMdelay,
i.e. the sum of the waiting times due to multi-hopMA
scheduling. Some works ([15]-[18]) aim at guaraintgea
minimum rate, which guarantees that the maximum delay is
finite. Others, finally, aim at optimizing the throughga®]-
[22], or reducing the average delay [33]. While tht above
goals are indeed important and worth pursuing, tey not
enough to guarantee thpte-specifiedworst-case delaysre
enforced if it is actually possible to do so. Fostance, we
showed in [9] that minimizing the TDMA delay, asnéoin
[26], yields schedules that largely violate preesfied delay
bounds, even though it is possible to find altéweatdelay-
feasible schedules. Our previous works [8]-[10]actually the
first to consider delay-constrained link scheduling?VMNs,
also evaluating different architectural optionsffow aggrega-
tion. However, routing is left outside the scopefafse works,
by assuming either a tree network topology, witkirgjle pos-
sible path from each node to the network gatewgly [([0]), or
an arbitrary bugivenrouting plan, upon which a delay-feasible
link schedule is computed ([9]). Tackling the pehl of rout-
ing and link scheduling separately (e.g., in a adisw ap-
proach) leads to a loss in effectiveness. In fack WMN, in-
terfering links cannot be active simultaneously: aagonse-
guence, the rate along routes selected withouhdakito ac-
count link scheduling is unpredictable. As a consege, sets
of flows may unnecessarily be declared unschedeilabl

In this paper we investigate the problenjaift routing and
link scheduling of leaky-bucket constrained flowsit request
worst-case delay guarantees. We formulate it aspimiza-
tion problem, the Delay-Aware Routing and Scheduling
(DARS) problemyith the objective of minimizing the maxi-
mum deadline violation. When a solution with a nagaob-
jective is computed, each flow will follow a routeat makes it
meet its deadline despite interference. We showtheaprob-
lem can be optimally solved for networks of up éwfnodes
(e.g., a4x 4 grid). To allow for larger scales, we propose two
suboptimal heuristics, that rely on extrapolatinglink conflict
serialization (LCSYrom the DARS. In the LCS, sequences of
conflicting link activations are statically precouted using a
coloring approach [32], so as to minimize the I@igequence.
In the remaining reduced DARS, the activation afhebink is

traffic requiresa priori end-to-end delay bounds to be guaran-computed jointly with routing, so as to minimizes ttnaximum

teed by the underlying WMN. However, comparativééyv
works so far have taken into account the probleroaiputing
link schedules subject to arbitrary delay bounitbee given a
pre-specified routing plan or jointly with routin§ome (e.g.,

deadline violation. Once conflicting links are séired, the re-
duced DARS problem can be solved optimally for eyda
scale (e.g., x5 grid); beyond that scale, optimality has to be
traded off for computation time. For this reasoe, propose a



faster scheme based on a Lagrangian decompositithe se-  constraints that ensure the conflict-free propeggd then

duced DARS. We show that this heuristic schemeiisidera- move to describing those related to delay feasibili

bly faster (which allows larger-scale WMNs to bealgmed) The physical interference phenomenon is modeled by

and performs close to the optimum. Furthermores thodel means of the widely useprotocol interferencemodels ([4],

can be used to extract useful information relateé WWMN,  [12]). For each edge of the netwoekl E we define a conflict-

e.g. where to place an Internet gateway node, drether and ing set of edgeq (e) which includes all the edges belonging to

when it is profitable to have more than one sudteno E which interfere withe (Z(e) containse itself); the inter-
The rest of the paper is organized as follows:i@edt re-  ference condition is straightforwardly defined alofws:

ports the system model and the problem formulatioisection PR A —

Il we discuss the properties of the optimal solutand present ZiDI(e) % (t) <1,if eisactive in slott =1,2,...N ,

heuristics. We report performance evaluation redultSection

IV, and discuss the related work in more detaiSgction V. o E is active in slott, and 0 otherwise. This means that, if

Section VI concludes the paper. edgee is active in slott, the associated interfering s&ie)
WNMN Conflict graph must contain one active edge only (which is theeeglgtself).

where x,(t) is a binary variable, such thag(t) =1 if link

0O—1) @ We translate the interference condition tocenflict graph

l. » G, =(E,C), shown in Figure 1, whose nodes are the set of

O—®» ©® links of the logical connectivity graph and whose edges
©=0) C ={c¢, ..., g} model the conflicts within the network.

' . - . . Half-duplex constraints are implicitly accounted iicto the
Figure 1. Logical Connecn\/'tyg\;&pﬁ_ (feft) and dmt graph (right) of a interference constraints, links being unidirectiomtence a set
Z(e) can be easily obtained by retrieving the one-hop
neighborhood ofe in the conflict graph, e.g. for Figure 1 we

Z‘{e: IS ‘?; 77777 R have Z(7,8)= {(4,7) (5.9 ( 87# Given a conflict graph
’ |F|0Wq| | | IF'°‘”q| | ‘ C, only conflicts betweemctive links i.e. those with a non-
e > " null flow, have to be considered. We thus defldgd C as
“A N the subset of conflicts involving active links:
Figure 2. Relevant quantities in link scheduling. C; ={(i j) OC: f, >0 andf; > 0},

where f, denotes the flow going trough lirik
Il. SYSTEM MODEL AND PROBLEM FORMULATION Following the notation in [8]-[10], we define attivation
offset 7z, for link e, 0< 7, < N, and itstransmission duration
The framework developed in this paper relies onicbas 4. Since time is slotted, both are non negativegierte. Figure
Network Calculus concepts, i.arrival curve service curve 2 shows the above quantities, plus others thatbeiltiefined in
and delay bound Interested readers can find background inthe following. The assumption thahe (instead of several) ac-
[11], from which we also borrow notation. tivation of a link in a frame is allowed stems freéine fact that,
We assume that each mesh router is equipped wsithgie ~ in several technologies (e.g., WiMAX) the link sdbiéng map
time-slotted channellransmission slotsf a fixed durationT, IS communicated to the various nodes of a WMN ineban
are grouped into rameof N slots, which is periodically re- this case, the shorter the map is, the smalleotbehead is.
peated everyN [T, time units. For instance, in 802.16 net-  The schedule must ensure tanflict-freecondition: while
works the frame length is usually set to 5 ms. Eslohis as- @ link is transmitting, all conflicting links musefrain from
signed to a set of non-interfering links throumgimflict-free link ~ transmitting. For any pair of links and j which are
scheduling At every slot, a subset of links may be activded Nneighboring nodes i€, we have:

transmission only if no conflicts occur at the iided receiv- « if j transmits aften , it must wait fori to complete
ers. The WMN is modeled through @nnectivity graph the transmission, i.ez -7 +A <0. _
G =(V, E), whose node¥ ={v, -, v} are mesh routers and « Otherwise, the symmetric inequality holds, i.e.
whose edgeskE ={eg,---, &} are directed links connecting -7 +4A; <0 o

nodes within transmission range. We assume thdt lasic e In order to linearize the combination of the abmem-
has a constant transmission ng_ Straints, we introduce a binary variakIhF, (l,])DCf s which

Nodes are traversed lilpws (i.e., distinguishable streams is 1 if i transmits afterj, O otherwise. The left-hand side of
of traffic). Let Q denote the set of all flows. FlogJQ isto  the previous constraints can thus be upper boubgle re-
be routed through a path, 0 E between its source(q) and 0gardless of the rglatlve transmission order.,nﬁasand A, be-
destinationd (). Each flow has a delay constraint, specifiedlong to [0,N]. This completes the formulation of toenflict-
as anend-to-end delay boundr deadline d,. At the ingress free constraintswhich are necessary and sufficient conditions:

node, its arrivals are constrained bigaky-buckeshaper, with m-m+A <NIg g, joc (1)
aburst g, and arate p, . Packets of each flo_w are buffered m-m+A <N-q) 0O(,)0C

separately at each link. The purpose of this pepter describe i ) .
a joint routing and link scheduling scheme that pates a con- For a schedule to be valid, each link must alsoptete its

flict-free schedule which does not violate the iegpl delay ~transmission within the frame duration, i.e.:
bounds whenever it is possible to do so. We filsntify the m+A <N OIOE. 2



Additional constraints are needed to keep into actthe
end-to-end delay requirements. During its activateach link
e transmits traffic of all the flows that traverdet link. We
can therefore partition the link'sA, among them, i.e.
Ao =2 e A} is the link activation quota reserved for
flow q, which needsrot be an integer, since when a liekis
activated it can switch among backlogged queueardézss of
slot boundaries. We assume that backlogged flaavetsinge
are served in the same (arbitrary) local order, wadcall |,
the ordered set of the flow indexes. We assumeethett back-
logged flow q is served fono lessthan A?. If a flow is idle,
its service time can be exploited by other backéogfiows at
e, as long as the transmission from any flawstarts within at
mostzXDI < De from 7. Therefore, flowq has aguaran-
teed rateat link e equal to:

R =W,/ N. 3)

Since each flow transmits once per frame, a maxinmm
ter-service timas guaranteed for that flow, and it is equal to:

g¢ =(N-ag)T, (4)

irrespective of the local ordering at each linkefgfore, each
link of a mesh router is mte-latencyserver [11] for the flows
traversing it, with a rateR! and a latencydy. Accordingly,
each flow has an end-to-end delay bound equakt|[(sl]):

{ZEDP N +Jq/Rnln if Pq= Ron

otherwrse

®)

[o¢]

where RL =min_ { I{} The first addendum in (5) is called
latency delayand it Is due to link scheduling and arbitratadn
the flows at the links. The second is calteaist delay and it is
the time it takes for the flow’s burst to be cleheg the mini-
mum guaranteed rate.

Given the traffic, the network topology and the ftioh
graph, our purpose is to find a joint conflict-fremuting and
scheduling which is also feasible from a delay poinview.
To achieve this, we formulate thgelay-Aware Routing and
Scheduling (DARS) probleas follows:

min  V_,
st Zeq L =3, <V, OqOQ 0]
(N- AC')ErSsegw N [@- ) Oe0 EOqOQ (i)
R < emcl+(l 1) max{ng DeDEDOqD Q (i)
AEZ%DND};' Ue0 EOqOQ  (iv)
A< NO® Oe0 EOqOQ (V)
A, <Nt Oe0OE (vi)
qiQ
Az A OeO E (vii)
qiQ
7+A - <(1-q )N 0i,j OC, (iii )
A, - r(sq 0i, j OC, (ix)
m+0 <N Oi0E (x)
1 ifv=s(g
> o= ti=4-1 ifv=d(9 OvOv,090Q ()
oty amNy 0 otherwise

td,0,0{0,3 R}, 67 Al=20, A, 7, 0Z; DedE,Oq0Q

The objective function to be minimized is the maximde-
lay violation V.., , defined asVv,_, 9 Dq—o'q} . If the
optimum is negative, then the DARS problem has latiso
which is feasible from a delay point of view. Thare two sets
of variables, related to link scheduling,(7z,A,) and routing
(td) decisions. As for routingt] =1 iff. flow q [ traverses link
e. As single-path (as opposed to multipath) routshngssumed,
t? are binary. Constraintgi§ ensure flow conservation at each
node. Constraints-yii) ensure a delay-aware link scheduling.
Specifically, () representsD, —J, according to (5) for flovg,
assuming that its delay is finite. Constraii$v() include at the
right hand side terms which depend @-tJ) andt?. Those
terms are computed such that,tff=0, then the constraints
always hold regardless of the value givertp, 67, RY... In
other words, those constraints @mactive for those links that
are not traversed by a flow. On the other handnwifie=1, (ii)
sets the latency according to (4), (iii) guarantées R’ is the
minimum guaranteed rate among all the links traackisy flow
g, i.e. R}, =min_ {V\é A%/ N, and(iv) ensures that the ac-
tivation quota for fllovvq is set according to (3), thus ensuring
that the delay is finite. On the other hand, caists () and
(vi) are active whert] =0, when they guarantee that! is
forced to zero when flow does not traverse linkk Those con-
straints always hold whet! =1, instead. Constrainwif) re-
lates the activation of a link with the activatiqnotas of each
flow traversing it. Constraintsvifi-x) mirror (1)-(2), and are
thus related to conflict-free scheduling.

Note that, since the routing is specified as piathe model,
the latter allows one to account for bddcal traffic, directed
from one node to another, atdernettraffic, directed from/to
an Internet gateway node (i.e., both uplink and dimk). Fur-
thermore, if the WMN hasnore than one gateway node, a
straightforward modification of the model allowseoto per-
form gateway selectigni.e. to select the gateway through
which each flow has to be routed to guaranteebdsé objec-
tive. As shown in Figure 3, all it takes is to adrtual super-
gateway node, connected solely to the gatewaysnutally
non-interfering links of suitable capacity (e.gl ®r higher),
and to select the latter as the source/destinatide forall the
Internet traffic.

The DARS problem is aMixed Integer Non-Linear
(MINLP) problem, whose non-linear constraints are convex an
for which efficient general purpose MINLP solver.ge
[13],[14]) exist. The latter can be easily re-fotatad as a
guadratic problem by introducing auxiliary variables, which
makes it possible to use the efficient solver CPLEX]. De-
spite the quadratic formulation, the solution tinfehe above
problem is prohibitive for mesh networks of meditmnlarge
size. For instance, CPLEX may take days to findapgmum
for a 4x4 grid, and cannot solve 8x5. For this reason, in
the next section we present a heuristic approactohee the
DARS problem.

Before moving to the heuristics for the DARS, wetifiy
the need to solve the routing and link scheduloigtiy via a
simple example. Figure 4 reports a samgbe4 grid mesh,
where four homogeneous flows need be routed froeir th
source (nodes 0-3) to the gateway (node 15). W is1000,
£ =2000, 0 =30 for all flows. The link capacity i9600 for
all links except(7,11), whose capacity is 5000. The figure also
reports the routes selected by the DARS (the othiéables are



omitted for ease of reading). A quick glance seffico con-
vince the reader that these routes are not shquétiss, and it
takes only a little more to verify that no shoripath routing
leads to a feasible link scheduling. For instaifdéow 3 were

routed along its shortest path 3-7-11-15, link 1y,&hould be
active for at least 40% of the time, leaving no entiran 60%
for conflicting link 11-15, which would then be Wa to sup-
port flows 1, 2, 3 together. The latter, in faetguire an activa-
tion of 62.5% on that very link just to keep thalelay

boundedet alone below any pre-specified requirement.

~._ Virtual §uper—GW////
T~~2/\/" -~ Virtual links

Figure 3. Logical topology of a WMN with more thane gateway and gate-
way selection.

-

2

Figure 4. Sample mesh

FDARS Ae'Ag’ég’ﬁe’Rgin 'fg

LCS
Optimal link Ae,A‘:'geq, Pool of
scheduling = feasible
(given routing) | 7%, R%. & \_solutions

Figure 5. Separate heuristic approach

I1l. HEURISTIC SOLUTIONS

The high complexity of the DARS problem stems fribra
high number of binary variables related to confligf) and

henceforth) problem suboptimally. We first descri@v to
solve the LCS, and then we move to the r-DARS. $alution
scheme is detailed in Figure 5.

A. Link Conflict Serialization

Solving the LCS problem consists in setting the vari-
ables, i.edirecting the edges in the conflict graph, which in
turn translates tserializing conflicting links within the frame.
In fact, all the links belonging in the same clignéhe conflict
graph - e.g., (0,1), (1,4) in Figure 1 — cannotalévated in
parallel, hence have to be serialized. For instaassuming
one-hop interference, a link may belong to up to thiques
(i.e., those of either ends). For instance, (049 belongs to a
3-cligue with (3,0) and (0,3), and to a 2-cliquahn(1,4). We
remark that one-hop interference is not a mandaassump-
tion in our model. The objective to be pursued iy LCS is
thus tominimize the maximum length paththe resulting di-
rected conflict graph, i.e. to minimize the max foemof seri-
alized links. This can be done by employing a gain&r
coloring method [32]. The K-coloring is exponential the
number of vertices. However, it can be solved upsdales
much larger than the ones we are dealing with, effidient
methods — e.g., based on column generation [3&jn-be ex-
ploited to solve the problem at larger scales.

Thus the LCS can be solved optimally, given theflain
graph. Therefore, as traffic changes, a new roudind link
scheduling can be computed without modifying theflott se-
rialization. The negative side of solving the LCBwut taking
traffic into account is that a possildyort path in the conflict
graph (i.e., one with few links) may end up cargyia large
amount of traffic because of routing, and hencetreccritical.
Nevertheless, since routing decisions are takesrvedirds in
the r-DARS, flows would be routed around such ezitipaths
as a consequence of routing decisions.

B. Lagrangian heuristic

The r-DARS is still a complex problem. While it cae
solved in a matter of seconds iMdx 4 grid, it takes hours to
solve it on a5x5 grid. Therefore, we propose a heuristic
scheme to solve it. The latter is based on a Lagmarrelaxa-
tion, which has a twofold advantage: (i) by exphgtthe very
structure of the r-DARS, it allows the problem te parti-
tioned, hence gaining in efficiency and/or scai@;if allows
one to compute bothlawer and anupper bound on the opti-
mum solution to the r-DARS. We first explain howdbtain a
Lagrangian relaxation, and then show how the heuits built
upon the latter.

The r-DARS has two blocks of variables: the linkesdul-
ing variables, involved in constraini3, ((viii-x) and the routing
variables in constrainii{). In addition, a set ofoupling con-

routing (t¢). Of course, we cannot separate the routing varistraints i.e. (i-vi), collate link scheduling and routing deci-

ables without incurring in the problems outlinedhe previous
example. Therefore, in order to reduce the comjmntdtme,
we separatethe link conflict serialization (LCS)from the
DARS problem. In other words, we set the variablesoffline,

based on the conflict graph, and then solve theoei DARS,

sions. In the absence of the latter, r-DARS cowddecom-
posed in two subproblems: a link scheduling probkmd a
routing problem respectively. Hence we perform grhagian
relaxation with respect to the coupling constraitite latter are
dualized by inserting them in the objective funetand associ-

where theo, are constants. As we will show later on, this al-ating a non-negative Lagrangian multipliér to each of them.

lows larger-scale problems to be solved, with digide loss
of accuracy. To increase the scale further, we ptepose a
Lagrangian heuristic to solve theduced DARS (r-DARS

ThelLagrangian primal problento be solved is the following:



s = min Vo +S(id, AL 62 RS}
st (i), (vii x , (6)
AP
+m|xri1){r(/l,te )}

where s(A;A,, AL, 62,7, R.,) and r(A;t)) are linear cost
functions depending on the Lagrangian multiplienpd@ated
Lagrangian cosfs The Lagrangian multiplierd, plays two
roles: i) it penalizes the variables for which ttetaxedi-th
constraint is violated by adding a positive termthe original
objective function, and ii) it favors solutions fathich the re-
laxedi-th constraint is satisfied, by adding a negatient to
the objective function. Functiog() is separable for a given
value of A, solving the Lagrangian primal implies solving
separately a scheduling problem and a routing probivhich
is considerably faster than solving them jointlyetYthis
scheme keeps routing and scheduling together thrthegmul-
tipliers, hence retaining the benefits of a joipp@ach. The
solution thus computed islawer boundon the optimum of the
r-DARS, and is in general infeasible. It is thuscessary to

ate the performance of our heuristic approach tfwesthe
DARS problem, in terms of optimality and complexifec-
ond, we exploit it to infer structural propertiethe WMN,
i.e. optimal placement of one or more Internet watenodes.
We present the above contributions in two separateections.

A. Evaluation of the heuristic approach

As for the first objective, we make simulationsagrid of
varying diameter, up t&x 7 nodes. All links have a capacity
equal to 9600, and the gateway is located in omeecoWe
assume that each link interferes only with those dre one
hop away, and set the conflict graph accordinglye @ow is
originated at each node, and is to be routed tg#teway. In-
stances are solved using an Intel Core 2 Duo CRRBGHz
using IBM ILOG CPLEX 12.1

As for optimality, we compare theptimal DARS solu-
tions, where available (up to 4x 4 grid) and those computed
with the heuristicLCS+r-DARS In this last approach, the r-
DARS is solved both optimally and via the Lagramgneuris-

compute thebestlower bound among the possible choices ofiiC- FOr each test set, we evaluate the objectiva set of 30

A, i.e., to solve théagrangian dual

max{¢ A} .

A20 (7)

By iterating between the primal and dual problemmse(
Figure 5), the solution moves towards the admisssallution
from the outside. However, this scheme may nevevege to
an admissible solution. For this reason, we chdosexploit
the routing part of the solution of the Lagrangian primal.(i.e
the t? variables), and we solve the reduction of the RZA
where routing variables are saip{imal link schedulingin
Figure 5). This last box entails solvingMixed Integer Non-
Linear problem, whose non-linear constraints are conviea. |
feasible link scheduling is computed on a giventiny, then
the solution verifiesll the constraints, and is thus admissible
for the r-DARS problem (although not necessarilyiropl),
hence it is an upper bound on the optimum. As thgréangian
scheme is iterated, possibly many feasible solstiare com-
puted this way and stored in a pool. When the Lagjean con-
verges:

a) the best solution in the pool is returned.

b) the lower bound is given by the solution of the lzamgy

gian primal.

Note that, even though routing and link schedubing de-
cided in two separate modules in Figure 5 (i.e,lthgrangian
primal and the optimal link scheduling), the facatt the La-
grangian scheme iterates between the primal and chraput-
ing bounds on the activation variables, implieg toating de-
cisions are affected by schedulinigcisions and vice-versa,
which makes the approagint in all respects.

A solution approach like this belongs to thagrangian
heuristicsfamily ([31]). As far as solution efficiency is 8o
cerned, we solve the Lagrangian dual viauadletype method
([29]-[30]), which is more efficient than a standaubgradient
method, as it takes into account information froravpus it-
erations when searching for the ascent directichsaep.

IV. PERFORMANCE EVALUATION

The contribution of this section is twofold. Firste evalu-

randomly generated instances, with heterogeneamys fe-
quirements: rates and bursts are generated unifdsativeen
[0,9600 (Z[Q| )] and [0,1000], while the deadlines are set to
either 60 or 90. Frames have 100 slots. We firstwskhat
separating the LCS and the r-DARS vyields accuraseilts.
Figure 6 shows the relative gap with respect toDARS op-
timum in a4x 4 grid. The figure clearly shows that the subop-
timal solutions of the two schemes are within fesvgentage
points to the optimum.

8

relative gap %

OFRr NWbMOUUO N

i
LCS+r-DARS (Lagr. heur.) vs. DARS  LCS+r-DARS (opts. DARS
Figure 6. Accuracy comparison of the heuristic sobe

However, solving the r-DARS optimally is time consng:
already with5x5 grids, we could not find instances this took
less than 8000s. Instead, the Lagrangian heuisstonsidera-
bly faster. Figure 7 reports a box plot of the solutimes of 30
instances of grids, fromdx 4 to 7x 7. The figure shows that
routing plans can be done in a few hours for guplgo 7x 7,
which is quite a large dimension for a WMN.

10°

1¢*

1000

Solution time (s)

100

10

4x4
Figure 7. Solution time for the LCS+r-DARS, usilhg t_Lagrangian heuristic

5x5 6x6 =7

Next, we show the benefits of havingant routing and
scheduling, by comparing it to @ascadingapproach, where
routing decisions are taken first, oblivious ofklischeduling.



In the latter, we use @apacitated multicommodity flo(CMF)
routing, where each flovg requires a capacity equal to its rate
P, and the routing that minimizes the overall numbfetrav-
ersed links is chosen, keeping into account thexaigpcon-
straints. The CMF sets th&¢ variables, and then the link
scheduling is solved optimally given the routing,ia [9]. In
thejoint approach, we use LCS+r-DARS, with the latter sblve
through the Lagrangian heuristic. Figure 8 shoves riddative
gap between the cascading and the joint approdohnesvo
sets of instances of @x 6 grid: for the first set rates and burst
are again generated uniformly betwef@960¢ (2| )] and

[0,1000], for the second one the rates are generated hetwee

[0,9600' (1.2]Q| ); this leads to instances where the WMN is
highly congested, with the links close to the gagwapproach-
ing the saturation point. For the first set a japproach (al-
though solved suboptimally) always performs 10%-158ter
in terms of objective functionjespitethe fact that bottsub-
problems are solved optimally in the cascading eqgr. For
the second set the gap grows to 20%. However, dheading
approach fails to compute a feasible solution imasy as 37%
of the instances, whereas our joint approach sdhess all.

Then, we show how schedulability of a set of flasagnges
with their rate and burst. Figures 9-11 show th&imam vio-
lation as a function of the burst and rate of tbe$. Figures 9
and 10 show results for a burst value of 1000 aganrate
from 50 to 300 on &x5 and 6x6 grid respectively. Figure
11 reports results for a burst size ranging froto Q000 and a
rate of 150. In the above figures, the (unfeasibbdytion of the
continuous relaxatiorof the r-DARS problem is shown for
comparison. The latter is a lower bound on thenoitn, and
its purpose its to show that — despite we cannotpete the
optimum DARS solution — both the r-DARS optimum atsd
heuristic approximation are quite close to the DAR%er
bound, hence to the DARS optimum itself. Note timathe
continuous relaxation routing variables are nogget. In this
case, constraints (ii-vi) in the DARS model havepiysical
counterparts.
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Figure 8. Relative gap between the cascading anbiit approach (the latter
solved through the Lagrangian heuristic) on a &x6 \¢/MN
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Figure 12. The test-case 5x5 WMN

B. Case study: optimal gateway placement

We now show how to exploit our solution schementeri
properties which are useful from a network enginesnspec-
tive. More specifically, we discuss optimal gatevpdgcement
in both single-gateway and multi-gateway WMNSs. Valket as
an example &x5 grid mesh, shown in Figure 12, and we ini-
tially place a single gateway and homogeneousdrafhie flow
from each node to the gateway. For obvious reasbsgmme-
try, we only move the gateway toward one borderarder of
the WMN. Figure 13 show¥, . as a function of the rate when
a single gateway is placed at various nodes, flmrncenter to
the corner, for a burst equal to 1000 and a deadifr60. The
figure shows thav/,, is minimized when the gateway lies in
the center. The result makes sense since a cegdtalvay
minimizes the length of thiengestpath as well, which are the
ones likely to contribute tv_, . Figure 14 further clarifies that
a largerV,, is obtained at the price of a higher resource ex-
penditure, its vertical axis reporting the sum leé fallocated
capacity on all the slots of the schedule. Note ithia not pos-
sible to obtain a feasible schedule wjgh= 350 when the gate-
way is placed in the corner.

We repeated the evaluation with random flows, whaese
rameters are the same as in the previous secthmn.rasults,
shown in Figure 15, show that the distributiorMyf, moves to
the right as we move the gateway from the centoméocorner.

Finally, we compared the single-gateway scenariorte
where the WMN has two gateway nodes. Figure 16 show



both V., (left vertical axis) and the allocated capacityglft

vertical axis) as a function of the placement & ateways.
The most favorable single-gateway scenario is tedoon the
left for comparison. All data are related to a hgemeous
traffic scenario, with one flow from each non-gasswnode
whose characteristics ar@ =100, ¢ =1000 and o0 =290.

Note that the two-gateway scenarios have one flesg than
the single-gateway scenario, as gateways sendifiic tthem-
selves. The figure shows that the more far apartwo gate-

ways are, the wors¥,,, is, and the higher (in general) is the

allocated capacity. However, it also shows thatdahly result
that can be achieved by putting two gateways ismrove
V.., marginally, at the price of a 27% increase indhecated

capacity. Within the limit of the considered scéosrthis sug-
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gests that ainglegateway, placed at the center, is the optimal

solution for a WMN of this topology and traffic.
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V. RELATED WORK

In this section we review some of the related wanksout-
ing and link scheduling in WMNs. As the literature the sub-
ject is abundant, we narrow down the scope to thioaeare
more germane to our work, leaving out anything ezted
with multi-radio systems (where tldbannel assignmemtrob-
lem is the most prominent issue) and/or not dealithy per-
formance bounds. As already stated, no work thaaneeaware
of (save our previous work on the same topic, 18 consid-
ered schedulability in WMNs with: i) VBR trafficnd ii) arbi-
trary end-to-end delay constraints. Most of thé& Beheduling
approaches fall into either of the following catggs:

1. rate-orientedalgorithms, that either provide flows with a
minimum guaranteed raf@.g. [15]-[18]), or optimize the
total throughput (e.g. [19]-[22]). Guaranteeing imimum
rate no smaller than the flow's rate — e.g. by«{5)is a
necessary condition for end-to-end delays tdifite, but
does not automatically make them smaller than a pre
specified bound. In fact, by renouncing over-altowa
rates, these schemes often compute schedules with u
feasibly large delays.

2. TDMA delay-orientedalgorithms, that either minimize
(e.g. [25]-[26]) or try to guaranteeraaximumT DMA de-
lay (e.g. [23]-[24]). The latter is the sum of TDMA itva
ing times at every hop, i.e. the time it takesdgracket to
travel from the source to the destination, assurttiag it
is never queued behind other packets. As queuirg is
component (and often the dominant one) of the end-t
end delay, especially with VBR traffic, there is gnoaran-
tee that such algorithms can actually find a détagible
schedule if there exists one. We showed this iny8ihg
[26] as a comparison.

Within the second category, [25] considers both CBR
(voice) and VBR (video) flows, however assumingt ti8R
sources can be described as stationary, ergodimdadendent
processes with known statistics, so as to charaettéhem as
equivalent CBR sources. In this work, we delibdyabenit this
kind of assumptions, sticking instead to more fpcatto, p
characterizations, which can be conveyed to theor&tusing
standard signaling protocols such as RSVP).

Some works not falling into either of the aboveegaties
are also relevant, as they provide frameworks fanputing
delay boundsa posteriorj after routing and link scheduling
have been planned. In [27] authors definedtid/even linkac-



tivation and routing framework, and employ internal schedul
ing policies at each link so that the end-to-enthydound
along a path is roughly double than the one obdtkime wired
network of the same topology. Authors of [28] shibnat using
throughput-optimallink scheduling and Coordinated-EDF to
schedule packets within each link, rate-proportiodalay
bounds with small additive constants are achie@d.goal is
instead to have pre-specifiatbitrary delay bounds respected
through link scheduling.

Finally, some works (e.qg., [37]-[38]) consider ptagone
or more gateways subject to QoS constraint. Howeley use
additive per-link delay bounds in their computation, which
hold regardless of the traffic traversing them.

VI. CONCLUSIONS ANDFUTURE WORK

In this work we have analyzddelay-Aware Routing and
Scheduling (DARS)roblem for WMNs. We have formulated
the problem as an optimization problem, which is/éer too
complex to solve optimally already at relatively alrscales
(e.g., a 4x4 grid WMN). We have devised a heuriftased on
i) extrapolating thdink conflict serializationfrom the rest of
the DARS problem, and ii) solving the reduced DARSblem
using a Lagrangian heuristic, which allows one é¢apr the
benefits of ajoint routing and scheduling approach, without
paying the price of the added model complexity. @sults
show that the heuristic scheme is fast and accualitaving a
network administrator to provision a WMN of sevetahs of
nodes so as to meet pre-specified delay guaraftieesal-time
traffic. Furthermore, we have used the above teglnio iden-
tify guidelines for the optimal placing of gateways the
WMN.

This is the first work considering delay boundsasbjec-
tive, despite the abundant literature on jointiraytand sched-
uling. Future work, which is actively being pursusdhe time
of writing, will include evaluating our scheme iiffdrent set-
tings, i.e. random topologies, and/or using diff¢iaterference
models. In fact, the solving times are directly mected with
the degree distribution in the conflict graph, whio turn de-
pends on the topology [39]. Furthermore, we aresictaming
multipath routing i.e. allowing a traffic flow to be split among
several paths in order to balance the link utiiorat
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