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Abstract
Aboson two-leg ladder in the presence of a syntheticmagneticflux is investigated bymeans of
bosonization techniques and densitymatrix renormalization group (DMRG).We follow the quantum
phase transition from the commensurateMeissner to the incommensurate vortex phasewith
increasing flux at different fillings.When the applied flux is ρπ and close to it, where ρ is thefilling per
rung, we find a second incommensuration in the vortex state that affects physical observables such as
themomentumdistribution, the rung–rung correlation function and the spin–spin and charge–
charge static structure factors.

A remarkable characteristic of charged systemswith brokenU(1) global gauge symmetry such as
superconductors is theMeissner–Ochsenfeld effect [1]. In theMeissner phase, below the criticalfieldHc1, a
superconductor behaves as a perfect diamagnet, i.e. it develops surface currents that fully screen the external
magnetic field. In a type-II superconductor, forfields aboveH>Hc1, anAbrikosov vortex lattice phase is
formed in the system, where themagnetic field penetrates into vortex cores. In quasi one-dimensional systems,
analogues of theMeissner andAbrikosov vortex lattice have been predicted for the bosonic two-leg ladder [2–5],
the simplest systemwhere orbitalmagnetic field effects are allowed. It was shown that in thismodel, the
quantumphase transition between theMeissner and theVortex phase is a commensurate-incommensurate (C–
IC) transition [6–8]. For ladder systems at commensuratefilling, a chiralMott insulator phasewith currents
circulating in loops commensurate with the ladder was obtained [9–12]. Initially, Josephson junction arrays [13–
16]were proposed as experimental realizations of bosonic one-dimensional systems [17, 18]. However,
Josephson junctions are dissipative and open systems [19–21] that cannot be described using aHermitianmany-
bodyHamiltonian in a canonical formalism.Moreover, the quantum effects in the vortex phase of the Josephson
ladder are weak [22]. Fortunately, with the recent advent of ultracold atomic gases, another route to realize low
dimensional strongly interacting bosonic systems has opened [23–25]. Atoms being neutral, it is necessary to
find away to realize an artificialmagnetic flux acting on the ladder. Alternatively, one can consider themapping
of the two-leg ladder bosonicmodel to a two-component spinor bosonmodel inwhich the bosons in the upper
leg become spin-up bosons and the bosons in the lower leg spin-down bosons. Under suchmapping, the
magnetic flux of the ladder becomes a spin–orbit coupling for the spinor bosons. Theoretical proposals to realize
either artificial gaugefields or artificial spin–orbit coupling have been put forward [26, 27], and an artificial spin–
orbit coupling has been achieved in a cold atoms experiment [28, 29]. Recently, theMeissner effect and the
formation of a vortex state have been observed for non-interacting ultracold bosonic atoms bosons on a two leg
ladder in artificial gauge fields induced by laser-assisted tunneling [30]. The behavior of the chiral current as a
function of the coupling strength along the rungs of the ladder, indicates a diamagnetic phase when it reaches a
saturatedmaximumand a vortex lattice phasewhen it starts to decrease. This experimental achievement has
revived the theoretical interest for bosonic ladders in the presence ofmagnetic flux and its spinor-boson
equivalent in the presence of interaction, where an even richer phase diagram is expected [5, 31–38].

OPEN ACCESS

RECEIVED

23 January 2016

REVISED

8April 2016

ACCEPTED FOR PUBLICATION

28April 2016

PUBLISHED

27May 2016

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2016 IOPPublishing Ltd andDeutsche PhysikalischeGesellschaft

http://dx.doi.org/10.1088/1367-2630/18/5/055017
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/18/5/055017&domain=pdf&date_stamp=2016-05-27
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/18/5/055017&domain=pdf&date_stamp=2016-05-27
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0


In the presentmanuscript, we study theC–IC transitions of the hard-core boson ladderwith equal densities
in the two legs, for varying interleg coupling and flux [39] andfixedfillings away fromhalf-filling.We confirm
that above a threshold in the interleg coupling, theMeissner phase is stable for allfluxes [40]while below that
threshold theC–IC phase transition [3] to the vortex phase takes place at large enough flux.However, within the
vortex phase, wefind that a second incommensuration [39] appears at aflux commensurate with thefilling,
whichwe characterize by different observables.

The paper is organized as follows. In section 1, we present themodel and theHamiltonian and define the
observables. In section 2we describe the bosonization treatment, theMeissner state and theC–IC transition. In
section 3, we discuss the second incommensuration as a function of the filling. Finally, in the conclusionwe
present the phase-diagram emerging for the half-filled case.

1.Model andHamiltonian

The latticeHamiltonian of the bosonic ladder in aflux [2, 3] reads:

å å= - + - Wl
s

s
ls

s s
ls

s
s

s s+ +
-

-( ) ( )† † †H t b b b b b be e , 1
j

j j j j
j

j j
,

,
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i

,
,

, ,

where the operator s
(†)bj, destroys (creates) a hard core boson on site j of theσ chain.We have definedσ=±1/2

as the chain index [3, 39],λ as theflux in each plaquette (corresponding to a Landau gaugewith the vector
potential parallel to the legs),Ω as the interchain hopping. The t ei λ σ is the hopping amplitude on the chainσ. A
schematic picture of themodel and its relevant parameters is shown infigure 1. This hard-core bosonmodel can
bemapped into a spin-laddermodel withDzialoshinskii–Moriya interactions [41, 42], as detailed in appendix A.
As a result of translational invariance and parity, the spectrumof theHamiltonian(1) is even and 2π-periodic
inλ.

The leg-current operator JP( j,λ) is defined as:

ål s
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while the rung current is defined as:

= - W -^   
( ) ( ) ( )† †J j b b b bi . 3j j j j, ,

The average densities of bosons are r =s
sN

L
, whereNσ is the number of particles in chainσ and L is the

length of the chain. In the rest of themanuscript, wewill be considering afixed total density r r r= + . In the
absence of appliedfluxλ the ground state of the system is a rung-Mott Insulator for ρ=1 and a superfluid for
ρ<1 [43]. This situation is not changed at finiteλ so that for ρ=1Mott–Meissner andMott–Vortex phase
[11, 12, 40] are obtained.

For our analysis, we are interested in the following observables: the rung-current correlatorC(k)
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j

kji

the leg-symmetric density correlator Sc(k)
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i

Figure 1. Schematic representation of theHamiltonian equation (1). The presence of an artificialmagnetic fluxλ per plaquette,
induces the hopping terms on the chain to acquire a phase that depends on the spin (chain). No double occupancy is allowed due to
hard-core interaction.
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the leg-antisymmetric density correlator Ss(k)

å ss= ¢á ñ
s s

s s
¢

¢
-( ) ( )S k n n e 6

j
j

kj
s

, ,
, 0,

i

and the leg-resolvedmomentumdistribution nσ(k)

å= á ñs s s
-( ) ( )†n k b b e . 7

j
j

kj
, 0,

i

The non leg-resolvedmomentumdistribution is = + ( ) ( ) ( )n k n k n k . The latter quantity is accessible in
time-of-flight spectroscopy [30].

2. Bosonization of the two-leg boson ladder

WeapplyHaldane’s bosonization of interacting bosons [44] to theHamiltonian(1) assuming thatΩ is a
perturbation. In the absence of interchain couplings and spin–orbit coupling, theHamiltonian of the bosons can
bewritten as:

òå p
p f= P + ¶
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s s s
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s( ) ( ) ( )
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u K
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d
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, 8x0

2 2

where f d dP ¢ = - ¢a b ab[ ( ) ( )] ( )x x x x, i , uσ is the velocity of excitations,Kσ is the Tomonaga–Luttinger (TL)
exponent. In the case of hard-core bosons, pr=s s( )u t2 sin 0 andKσ=1.

Introducing thefields òq p= Pa a
x

, we can represent [44] the boson annihilation operators as:
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and the density operators [44] as:
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Here, we have introduced the lattice spacing a, whileAm andBm are non-universal coefficients. In the case of
hard core bosons at half filling, these coefficients have been found analytically [45]. From equation (9), we
deduce the bosonized expression of the interchain hopping as:

ò q q= -W - ( ) ( )H A xd cos , 11hop. 0
2

wherewe have kept only themost relevant term in the renormalization group sense [3].
For amodel with equivalent up and down leg as equation (1), and in the absence of the spontaneous density

imbalance between the chains found forweak repulsion [46, 47], = u u and = K K , it is convenient to
introduce the leg-symmetric and leg-antisymmetric representation:
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in order to rewrite (8)–(11) as:
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TheHamiltonianHc describes the gapless leg-symmetric densitymodes, whileHs, which describes the leg-
antisymmetricmodes, has the formof a quantum sine-Gordonmodel [48–50] and is gapful forKs>1/4. In a
model of bosonswith spin–orbit coupling,Hs would describe the spinmodes, andHc the total density (i.e., the
‘charge’ in the bosonization literature)modes. Till now,we have not considered the effect of the fluxλ.We now
show that it can be exactly incorporated in the bosonizedHamiltonian. In the absence of interchain hoppingΩ,
we can perform independent gauge transformations on the upper and the lower leg of the ladder. In particular,
the gauge transformation:
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entirely removesλ from theHamiltonian.We can then apply theHaldane bosonization(8) and (9) to the sb̄ ,j
operators. Combining the resulting expressions with equation (17), we see that bj,σ has now a bosonized
expression of the form:
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The boson operators bj,σ can bewritten in the form (9)with f f=s s
¯ and q q s= -s s

l( ) ¯ ( )x x x

a2
and the

Hamiltonian expressed in terms of the fieldsΠ andfσnow reads:
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leading to amodifiedHamiltonian for the leg antisymmetricmodes
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As discussed in [3], when W ¹ 0 theλ term is imposing a gradient of q q- , while the term(11) is imposing a
constant value of q q- . For sufficiently large values ofλ it becomes energetically advantageous to populate the
ground state with solitons giving rise to an incommensurate (IC) phase. In the ladder language, such IC phase is
the vortex lattice [3].

2.1. Gapful excitations in theMeissner state
The quantum sine-Gordonmodel(16) is integrable [51, 52] and its spectrum is fully determined. The

Hamiltonian(16) forλ=0 has a gapD ~ W -∣ ∣a uu

as s
K

K
s

2 s
4 s 1 , where a is the lattice spacing, forKs>1/4. In its

ground state q pá ñ º [ ]0 2s . For 1/4<Ks<1/2, the excitations above the ground state are solitons and

antisolitonswith the relativistic dispersion = + D( ) ( )E k u ks s
2

s
2 . The soliton and the antisoliton are

topological excitations of the field θs that carry a leg current = j u Kz
s s s. In the case where one is considering

the gap between the ground state and an excited state of total spin current zero (i. e. containing at least one
soliton and one antisoliton), themeasured gapwill be 2Δs.WhenKs>1/2, the solitons [49] and the
antisolitons attract each other and can formbound states called breathers that do not carry any spin current. The
measured gap between the ground state and the lowest zero current state will be themass of the lightest breather
[53]
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In the case of hard core bosons [54], which is the one considered in the numerical analysis here, we have
Kc=Ks=1, soD ~ Ws

2 3. In that limit, theHamiltonian(16) has been studied in relationwith spin-1/2
chainmaterials with staggeredDzialoshinskii-Moriya in amagnetic field [55–60].With aweak spin-spin
repulsion logarithmic corrections [55, 56] are actually obtained as a result amarginalflow,
andD ~ W W∣ ∣lns

2 3 1 6.
Besides the solitons and antisolitons, there are two breathers [61–63], a light breather ofmassΔs and a heavy

breather ofmass D3 s.
The amplitude in equation (21)A0 can be estimated for hard core bosons in the case of low density, using the

continuum limit [64, 65] or in the case of half-filling [45]. In thefirst case, =
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for half-filling.
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2.2. Correlation functions in theMeissner state
As forKs>1/4 the ground state ofHs has θs long-range ordered and the excitations above the ground state are
gapped, the systemdescribed by (14) is a Luther-Emery liquid [66]. In such a phase,

~ á ñs
s q

q
( )( ) ( )

b e e , 24j
ja

,
i 2 i ja

s
c

2

giving rise to correlations á ñ ~s s
q

¢
á ñ

- ¢
∣ ( ( ) ) ∣

∣ ∣ ( )b bj j
ja

j j, ,
cos 2

K

s
2

1 4 c
. This behavior is a remnant of the single condensate

obtained in the non-interacting case [5, 30]. Since

q= W^ ( )J A sin 2 , 250
2

s

wehave á ñ =^ ( )J x 0 and

á ¢ ñ ~ x
^ ^

- - ¢( ) ( ) ( )∣ ∣J x J x e , 26x x

as - ¢  ¥∣ ∣x x . Thus, the average rung-current vanishes and itsfluctuations are short ranged and
commensurate, so thatC(k) takes a Lorentzian shape in the vicinity of k=0.

In the case of density–density and spin–spin correlation functions, we have:
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Since thefield θs is long-range ordered, exponentials bfei s and derivatives f¶x
n

s of its dualfieldfs are short-range
ordered. As a result, the density correlations decay as - ¢ -( )x x 2 at long distance leading to p=( ) ∣ ∣ ( )S k K k 2c c ,
while the spin–spin correlations are decaying exponentially giving a Lorentzian shape for Ss(k). Finally, if we
consider the longitudinal spin current, the obtained bosonized expression is:
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In theMeissner phase, the linear behavior is obtained, with l l pá ñ = -( ) ( )J u K a2s s
1

 .

2.3. C–IC transition
Adding the spin–orbit couplingλ in (16) gives aHamiltonian for the spinmodes:
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Expanding p lP +( )a2s
2 and using p qP = ¶xs s, up to a constant shift, the spin–orbit coupling adds a term:
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to theHamiltonian(16).
Now, if we callNs is the number of sine-Gordon solitons and ¯Ns the number of antisolitons, we have:
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and the contribution of the spin–orbit coupling is rewritten as

l
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showing thatλ acts as a chemical potential for solitons or antisolitons. On the other hand, the energy cost of
formingNs solitons and ¯Ns antisolitons isD +( )¯N Nss s .When l l> = D∣ ∣ a

u Kc
s

s s
, there is an energy gain to create

solitons (or antisolitons depending on the sign ofλ) in the ground state. Because of the fermionic character of
solitons [67], their density remains finite, andwe obtain another Luttinger liquid. This is the C–IC transition [6–
8, 68]. A detailed picture can be obtained forKs=1/2, where solitons can be treated as non-interacting
Fermions as discussed in appendix B.

In the IC phase, theHamiltonian describing the Luttinger liquid of solitons is:

ò p
l l p

l
l

f= P + ¶( ) ( )( ˆ ) ( )
( )

( ) ( )* *
*
*

⎡
⎣⎢

⎤
⎦⎥H

x
u K

u

K

d

2
, 34xs s s

2 s

s
s

2

5

New J. Phys. 18 (2016) 055017 EOrignac et al



with q q l l= -ˆ ( ) ( )q xsign 2s s . The density of solitons is proportional to q(λ), while l( )*us is the
renormalized velocity of excitations and l( )*Ks is the renormalized Luttinger exponent.

We now address the behavior of the observables in the IC phase. Near the transition [8, 69], for
l l + 0c , l ( )*K 1 2s , l l lñ µ -( )q c and l l lµ -( )*us c . The expression of the spin current in
the IC phase nowbecomes:

l
l
p
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⎞
⎠J

u K

a
q

2
sign , 35s s



namely the existence of afinite soliton density reduces the average spin current. This justifies the interpretation
of these solitons as vortices letting the current toflow along the legs. For largeλ, we have l l p~( ) ∣ ∣ ( )q a , so
that the expectation value of the spin current eventually vanishes for largeflux values.

Let us turn to themomentumdistribution. In the IC phase and for finite size Lwith periodic boundary
conditions (PBC) one has:
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As a result, for + <( ) ( )*K K1 4 1 4 1c s one has:
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so that now nσ(k)has a peak for k=σq(λ), whose height scales as - -( ) ( )*L K K1 1 4 1 4c s . That peak becomes a
power-law divergence in the limit of  ¥L . Comparingwith the non-interacting case [30], these power-law
divergences are the remnant of the Bose condensate [5] formed at k=0 in theMeissner phase or at k=±q(λ)/
2 in the vortex phase.

Turning to the spin–current correlation function, in the IC phase we have [3, 4]:
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Since * K1 2 1s , the correlation functionC(k) presents in the IC phase two cusps at k=±q(λ).
Turning now to the density correlation function, we have:
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Since + * K K1 2c s , wefind, after taking the Fourier transform (FT), that both Ss(k) and Sc(k) possess cusp
singularities pr pr~ + - + -( ) ( ) ∣ ∣) ( ) *S k S C k K K

c s c s
0

c s
0 1c s in the vicinity ofk=πρ0 in the vortex phase, with

evident notation for the subscript c/s. In the hard core boson system,with = =*K K 1c s , the cusp singularities
become slope discontinuities.

Moreover, the behaviors ~
p

( ) ∣ ∣S k K k
c

2 c and ~
p

( ) ∣ ∣S k K k
s 2

s as k 0 signal that both charge and spin
excitations are gapless in the vortex phase.

We performed numerical simulations for the hard-core spinless bosons on a two-leg ladder as a function of
flux and interchain hopping and for differentfillings bymeans of densitymatrix renormalization group
(DMRG) simulations [70, 71]with PBC. Simulations are performed for sizes up to L=64, keeping up to
M=1256 states during the renormalization procedure. The truncation error, that is theweight of the discarded
states, is atmost of order 10−6, while the error on the ground-state energy is of order 5×10−5 atmost.

A summary for the behavior of observables and correlation functions across theC–IC transition at two
differentfillings is shown infigure 2 for ρ=0.75 and infigure 3 for ρ=0.5. In both cases, no spontaneous
density imbalance [46, 47] between the chains is present. In each panel (a) of the twofigures we compare the
behavior of the FT of the rung-current correlation functionC(k) in theMeissner phase and in theVortex phase.
The numerical data confirm the prediction of a structureless shape in theMeissner phase and the appearance of
two cusp-like peaks in theVortex phase, respectively at k=q(λ) and k=2π−q(λ). Sincewe showdata in the
vortex phase far from the transition, q(λ)=λ, as expected. The spin gap closure in theVortex phase is visible
also in the low-momentumbehavior of the spin static structure factor Ss(k) displayed in each panel (b) of the two
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figures 2 and 3: in theVortex phase p=( ) ∣ ∣S k K k 2s s while in theMeissner phase Ss(k)=Ss(0)+ak2 with
Ss(0)>0. In these casesKs=1 as expected for a hard-core boson system. At largemomenta the Lorentzian
profile centered at k=π, characteristic of theMeissner phase, is replaced by two slope discontinuities at k=πρ
and k=2π−πρ as expected in theVortex phase forKs=Kc=1. The same evolution can be seen in the
charge static structure factors shown in the (c) panels offigures 2 and 3. The commensurate-incommensurate
transition is clearly visible in themomentumdistribution shown in panels (d) offigures 2 and 3: in theMeissner

Figure 2. First incommensuration: appearance of the standardVortex phase. DMRG simulation for L=64 in PBC forλ=π/4 and
ρ=0.75 (λ=ρπ) . FT of the correlation functions described in the text for two different values of interchain couplingΩ/t=0.0625
(black solid line) and 0.5(red solid line), respectively in the Vortex andMeissner phase. Panel (a): rung-current correlation function
C(k). Panel (b): spin correlation function Ss(k)multiplied by a factor 2. Panel (c): charge correlation Sc(k) divided by a factor 2. Panel
(d): totalmomentumdistribution n(k). See text for the corresponding definitions. The blue dashed lines in panels (b) and (c) signal the
values k=πρ and k=2π−πρ. Themagenta dashed lines in panel a) signals the peaks positions ofC(k), k=λ and k=2π−λ.
The dark-green dashed lines in panel (d) signals the peaks of themomentumdistribution at k=±λ/2.

Figure 3.The same as infigure 2 for ρ=0.5.
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phase it presents only one cusp-like peak at k=0 as expected in a bosonic TL liquid, while theVortex phase it is
characterized by two peakswith same shape, centered at k=±q(λ)/2.

ForKs=1/2, the sine-GordonHamiltonian(30) can be rewritten as a free FermionHamiltonian [48, 66]
allowing amore detailed treatment of theC–IC transition [3, 6]. Such a treatment sheds additional light on the
physics of this C–IC transition, providing an overall alternative description considering that no differences are
expected at a qualitative level away from theKs=1/2 case. The details of such derivation are accounted for in
appendix B.

3. The second incommensuration appearing atλ;πρ

Asλ gets close toπρ, with ρ=N/L is the density per rung and forN/Lnot small compared to unity,λus/a
becomes of the order of the energy cutoff us/a and the form (30) for theHamiltonian cannot be used. In order
to describe the low–energy physics atλ=ρπ, it is necessary to choose a gaugewith the vector potential along
the rungs of the ladder, so that the interchain hopping reads:

å= W
s

ps
s s-( ) ( )†H b be . 41
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j
j jhop
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i2
, ,
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L

Applying bosonization to (41), we obtain from (9) the following representation for the interchain hopping:
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The latter can be rewritten in terms of SU(2)1Wess–Zumino–Novikov–Witten (WZNW) currents [72]:

ò= W + +f - -[ ( ) ] ( )H x J Jd ie h.c. . 43R Lhop
i 2 c

In the case ofN/L=1, the complex exponential of equation(43) is replaced [39] by a cosine fcos 2 c. At
commensuratefillings,N/L is a rational number p/mwith p,mmutually prime and a term fmcos 2 c is also
present in theHamiltonian. In the presence of such term, the symmetry of theU(1) chargeHamiltonian is
lowered to m and a spontaneous symmetry breaking giving rise to a charge gap and a long-range ordered fei 2 c

becomes possible in the presence of long ranged interactions [73]. In such case, an insulating phase with a second
incommensuration is obtained [39].

At generic filling, or when the term fmcos 2 c is irrelevant , we have an unbrokenU(1) symmetry
f f g +c c and q q g +s s . In such case, theMermin–Wagner theorem [74, 75]precludes long range
ordering forfc+θs. However, since the perturbation in (43) is relevant in the renormalization group sense and
has non-zero conformal spin, it is still expected to give rise to IC correlations at the strong couplingfixed point.
To give a qualitative picture of such incommensuration, we turn to amean-field treatment. Comparedwith the
half-filled case, the assumption f gá ñ =c would correspond to a spontaneously brokenU(1) symmetry, not
permitted by theMermin–Wagner theorem. TheGaussian fluctuations of thefcmodes around the saddle point
would in fact restore theU(1) symmetry that one has to assume broken to use amean-field theory. To partially
take into account the effect of thesefluctuations, wewillfirst solve themean-field theory for an arbitrary value of
γ, andwewill then average the obtained correlation functions over γ. Such averaging procedure ensures that
á ñ =fe 0i 2 c , andmore generally that the obtained correlation functions respect theU(1) symmetry of the
Hamiltonian.Of course, that procedure is not expected to produce quantitative estimates, since the fluctations
offc are underestimated. In particular, the amplitude of the incommensuration can be less than the one
expected from themeanfield theory, and the decay exponents of the correlations can be larger. But themean
field treatment is providing some insight on the correlation functions that can reveal the presence of a second
incommensuration at the fixed point. Assuming f gá ñ =c , after the transformation q q g +s s and
f f g +c c theHamiltonianHc+Hs+Hhop can be treated inmean-field theory [76–79], After defining :
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using aπ/ 2 rotation around the x axis, =n ñJ Jy z
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, and applying abelian bosonization [80], we rewrite:
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which allows us towrite:
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In turn, this allows us to solve (44)with ~ Whs
2 and ~ Wgc

3.We obtain a gap in the total density excitations,
D ~ Wc

2, while the antisymmetricmodes remain gapless and develop an incommensuration. To characterize
the incommensuration, wefirstmake a shift of the field f f +˜ ˜ h x
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Since for the rung-current in themean-field approximationwe have:
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wewill have to take the average with respect tofs and θs andwith respect to γ. The latter averaging partially takes
into account the restablishment of the fullU(1) symmetry by fluctuations around themean-field. Averaging over
γ gives expressions that are translationally invariant.Wefind:
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We therefore see that an incommensuration develops in thek;0 and k∼2λ=2πρ component of the
rung-current and density-wave correlations. In the FT peaks are located atπρ ,πρ±hs/us while the
singularities at 2πρ and 2πρ±hs/us are discontinuities of slope. Since ~ Whs

2, the incommensuration
increases with interchain hopping. One can repeat the calculation also for the Sz operator and its correlation
function l l- ¢ ~ ¢

- ¢
( ) ( ) ( )

∣ ∣
S j j j jcos cos

j js
1 , giving rise to a peak at pr~ k .We note that sincewe have

made very crude approximations to treat thefcfluctuations, we cannotmake accurate predictions on the
correct value of the exponents.

Regarding the calculation of themomentumdistribution, since the boson annihilation operators do not
correspond to primary fields of the SU(2)1WZNWmodel, we cannot derive their expression in terms of q̃s and
f̃s using the SU(2) rotation.However, since qei s has conformal dimensions (1/16, 1/16) its expression in terms of

thefields f̃s and q̃s can be expressed as a sumof operators of conformal dimensions (1/16, 1/16). A general
expression for the caseλ=π has been derived previously [81]. The general formon nk consisted of three peaks
centered atπσ±hs/us andπσ or a single broad peakπσ, depending on the value ofΩ. In the present case, a
broad peak centered at 2λσ or a narrowpeak at 2λσ plus satellites centered at ls  h u2 s s are expected. Aswe
noted above, these results can be derived rigorously providedwe are at a commensurate filling and a charge gap
is formed. At generic filling, or when interactions in the charge sector are insufficiently repulsive, theU(1)
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symmetry of the term(43) is reestablished by quantumfluctuations. In such case, themean field treatment is
only a suggestion that ICfluctuationswill be present in a fully gapless state.

Infigure 4we follow the appearance of the second incommensuration in themomentumdistribution for the
system at ρ=0.75, spanning frombelow the criticalλc=πρ=0.75π up toλ=π, as frompanels (a) to (f). At
λ=0.75π the appearance of the secondary peaks are clearly detectable.

The positions of these peaksmove towards zerowith increasing the flux, and disappear completely atλ=π,
where the system is back in the standardVortex phase. In the presence of the second incommensuration, the
position of the peaks is no longer proportional to the applied flux: this is apparent infigure 5, where the position
kmax of the peaks in themomentumdistribution is displayed as a function ofλ for the case with ρ=0.75 andΩ/
t=1.25 (red solid dots). For lower values ofΩ/t, the relation q(λ)=λ is valid on a large range, and the possible
deviation at criticalλ is not appreciable, as it is seen in the figure 5 (open black dots).

We can also follow the evolution of themomentumdistribution at the criticalλc=πρwhile varying the
interchain hoppingΩ. Infigure 6we show n(k) for the system at ρ=0.5 andfixed appliedfluxλ=π/2 on
increasing the interchain hopping. For the case withΩ/t=0.0625, represented by the dashed black line, the gap
in total density is too small to be detected in the present numerical simulation at the L=64 system size. Yet, at
Ω=0.5 and 0.75 the second incommensuration becomes clearly visible with the predicted appearance of the
secondary peaks.

Figure 4. Second incommensuration. DMRG simulation results at L=64 in PBC.Momentumdistribution n(k) at ρ=0.75 for
different values of the applied fluxλ as in the legend, spanning frombelow towell above the thresholdλ=0.75 for the appearance of
the second incommensuration. The interchain hopping isfixed at the valueΩ/t=1.25.

Figure 5. Second incommensuration. DMRG simulation results at L=64 in PBC. Position kmax of the peaks of themomentum
distribution n(k) at ρ=0.75.Open black dots:Ω/t=0.0625. Red solid dots:Ω/t=1.25.
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Asmentioned above, the second incommensuration also shows up in the correlation function for the rung-
current. Infigure 7we show the FT of this quantity atλ=0.75 π for different fillings. The left panel offigure 7
displays the data at a small valueΩ/t=0.0625: here, the system is in the standardVortex phase (first
incommensuration) characterized by peaks located at q(λ)=0.75π. For the ρ=0.75 the small interchain
hopping leads to second incommensuration too small to be detected for the system size of the present
simulation. In allfilling cases the peaks are located at k=q(λ)=0.75π and k=2π−q(λ)=5/4π. The right
panel offigure 7 displays the data atΩ/t=0.75, which is instead a sufficiently large value so that the second
incommensuration becomes sizable: indeed,C(k) gets the expected second incommensuration at the predicted
filling ρ=0.75, while at smaller values of thefilling no qualitative differences are seenwith respect to the
behavior shown in the left panel. At ρ=1.0 the second incommensuration appears atλ=π and the peak at
k=π, and it is still detectable for this appliedflux [39].

In our previous study, we found [39] a large region of stability of the second incommensuration near the
critical value ofλ. In order to see how this region evolves with the filling, we summarize infigure 8 the phase
diagramobtained fromDMRG simulations in PBC for a system size L=64 atfilling ρ=0.5, in which the
boundary in the transition fromMeissner toVortex phase and the extension of the region nearλ=π/2with the
second incommensuration are visible.

Figure 6. Second incommensuration. DMRG simulation results at L=64 in PBC.Momentumdistribution n(k) at ρ=0.5 andfixed
applied fluxλ=πρ , for different values ofΩ/t as in the legend. Dashed black line:Ω/t=0.0625, where the system is in the standard
vortex phase (first incommensuration). Dashedmagenta line:Ω/t=1, where the system is in theMeissner phase. Red and blue solid
lines:Ω/t=0.5 andΩ/t=0.75, respectively, where the occurrence of the second incommensuration is signaled by the appearance of
the secondary peaks.

Figure 7. First and second incommensuration. DMRG simulation results at L=64 in PBC. FT of the rung-current correlation
functionC(k) atfixed applied fluxλ=0.75π for different fillings as in the legend: ρ=1.0, 0.75, 0.5, 0.25 and 0.125 are represented by
black, red, green, blue andmagenta solid lines, respectively. Left panel: casewithΩ/t=0.0625. Right panel: casewithΩ/t=0.75.
Data atΩ/t=0.75 and ρ=1 has been shifted tomakemore evident the second incommensurations peaks.

11

New J. Phys. 18 (2016) 055017 EOrignac et al



Infigure 9we show the behavior of Ss(k) for different fillings in two different situations inwhich only thefirst
or also the second incommensuration appears in the left panel, the behavior in the standard vortex phase is
displayed, after picking small values ofλ andΩ/t. In the right panel, we show the behavior atλ=0.25π: here,
the appearance of the second incommensuration is expected at ρ=0.25, characterized by two peaks develop at
k=0.25π and k=2π−0.25π, andwith ( )S k 0s getting a sizable finite value and a linearmomentum
dependence. At the otherfillings, the spin correlation function gets smallfinite values at k=0 and very low
peaks at k=ρπ and k=2π−ρπ, apart from the case ρ=0.125 already in theMeissner phase.

We conclude this section summarizing infigure 10 the effects that the appearance of the second
incommensuration produces in the different observables and quantities analyzed in the text.We see that there is
almost no effect on the charge static structure factor Sc(k): as shown infigures 2 or 3, in fact no sharp slope
discontinuity at k=ρπ and k=2π−ρπ emerges in the second incommensurationwith respect to the first,
that is the standard vortex case.We remark the difference between the ρ<1 cases analyzed in the present paper
and the ρ=1.0 case [39], which instead corresponds to aMott-insulator, i.e., quadratic behavior at low
momenta. TheDMRGdata show gapless leg-symmetricmodes for ρ<1 in agreement with the
Mermin–Wagner theorem [74, 75] that implies no breaking of theU(1) symmetry f f g +c c , q q g +s s .

Figure 8.DMRG simulation results at L=64 in PBC. Phase diagram for a hard-core bosonic systemon ladder as a function offlux
per plaquetteλ andΩ/t, at thefilling value ρ=0.5. The occurrence of the two incommensurations is evidenced as follows. The black
solid line represents the phase boundary between theMeissner and thefirst incommensuration, a standardVortex phase. The dark–
green solid dots are the points where the second incommensuration appears. The dashed blue linemarks the criticalλ=0.5π at
which the second incommensuration is expected. For comparison, the phase boundary between theMeissner andVortex phase for a
non-interacting system is represented as well, by the red-dashed line. Notice the enhanced size of theMeissner region in the hard-core
repulsive with respect to the non-interacting case.

Figure 9.DMRG simulation results at L=64 in PBC. Spin static structure factor Ss(k) for different fillings as in the legend: ρ=1.0,
0.75, 0.5, 0.25, and 0.125 are represented by the black, red, green, blue, andmagenta solid lines, respectively. Left panel:λ=0.1875π
and the small value of interchain hoppingΩ/t=0.0625, where the system is always in the standardVortex phase at allfillings. Right
panel:λ=0.25π andΩ/t=0.25.Notice that the system at ρ=0.125 is in theMeissner phase.
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4. Conclusion

In conclusion, we have studied theC–IC transition between theMeissner and the vortex state of a two-leg
bosonic ladder in an externalflux, and the formation of a second incommensuration in the vortex state when the
flux ismatching the particle density. The predictions of the bosonization treatment and the results ofDMRG
simulations on theC–IC transition from a commensurateMeissner to a standard ICVortex phase, and the
second incommensuration, have been discussed. As expected fromprevious results at half-filling [39], the
occurrence of a second incommensuration has been found by theDMRG simulationswhenever the ratio
between the flux and thefilling is equal toπ. The developing of the second incommensuration can be followed in
themomentumdistribution, that can be readilymeasured in experiments [30]. A qualitative picture of the
second incommensuration, based on a phase averaging ofmean-field approximation of the bosonized theory
has been presented.OurDMRG results have been summarized in the interchain hopping-flux phase diagram
figure 8 at quarter-filling, displaying theMeissner phase, as well as Vortex phase and second incommensuration.
The signatures of the second incommensuration on observables and correlation functions have been summed
up infigure 10.Our predictions can be tested in current experiments, where observables that we have analyzed
and discussed can be accessed. A few questions remain open for future investigations. For example, one could
investigate whether a second incommensurationwould also be observed inmulti-chain systems, such as a ladder
with a few legs or a two-dimensional array of bosonic chains. From the point of view of bosonization, amore
rigorous derivation of the second IC in the case of incommensurate fillingwould be valuable.

AppendixA.Mapping to a spin ladder

In the hard core boson case, a representation [82] in terms of (pseudo) spins 1/2 can be introduced:

= =
+


+ ( )† †b S b S , A1j j j j, ,1 , ,2

= =
-


- ( )b S b S , A2j j j j, ,1 , ,2

= + = +    ( )† †b b S b b S
1

2

1

2
. A3j j j

z
j j j

z
, , ,1 , , ,2

Figure 10.DMRG simulation results at L=64 in PBC. Summary of the FT observables behavior at different fillings: ρ=1.0, 0.75,
0.5, 0.25, and 0.125 are represented by the black, red, green, blue, andmagenta solid lines, respectively. The value ofλ is set toλ=πρ
andΩ/t is chosen in order tomake the second incommensuration visible. Panel (a): rung-current correlation functionC(k). Panel (b):
spin correlation function Ss(k). Panel (c): twice the charge correlation function Sc(k). Panel (d): (spin-) chain-resolvedmomentum
distribution nσ(k), with =s s- ( ) ( )n k n k . The different curve color represent different values ofΩ/t as follows:Ω/t=1.25 (black),
Ω/t=1 (red),Ω/t=0.75 (green),Ω/t=0.25 (blue), andΩ/t=0.0625 (magenta).
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With suchmapping, we can rewrite theHamiltonian(1) as a two-leg ladderHamiltonian:

å= + + - -

=

+ + + +( ) ( ) ( ) ( )H J S S S S D S S S S1 A4
j

r

j r
x

j r
x

j r
y

j r
y r

j r
y

j r
x

j r
x

j r
y

1,2

, 1, , 1, , 1, , 1,

å+ + +^
+ - + -

^( ) ( )J S S S S J S S A5
j

j j j j
z

j
z

j
z

,1 ,2 ,1 ,2 ,1 ,2

å åm- + + -( ) ( ) ( )S S h S S , A6
j

j
z

j
z

j
j
z

j
z

,1 ,2 ,1 ,2

where l=J t cos , l=D t sin , =^
WJ
2
, =^ J Uz and h=δ/2. The termD is a uniformDzyaloshinskii–

Moriya (DM) [41, 42, 83, 84] interaction, with theDMvector parallel to z. For d ¹ 0, the two legs of the ladder
are exposed to a differentmagnetic field.

Appendix B. Fermionization approach

Wehave:

ò ò òy y y y y y y y y y y y= - ¶ - ¶ - + - +( ) ( ) ( ) ( )† † † † † †H u x h x m xi d d d , B1R x R L x L R R L L R L L Rs s

where p= Wm A a0
2 , = lh u

a2
s and the Fermion annihilation operators y†

R L, are destroying the solitons. The
detailed correspondence between the Fermionic and bosonic expression of the lattice operators is derived below.

The FermionizedHamiltonian (B1) is obtained by the following correspondencewith the boson operators:

y y y y
q

p
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2
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x s
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Within Fermionization approach the single-particle correlation function y yá ñ†
R L can be evaluated by the

single-particle Green’s function of the operators that diagonalize theHamiltonian (B33)
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since y yá ñ†
R L is real, there is no average current between the legs of the ladder.

However, it is possible tofindfluctuations of the current as shown in equation (B38). In the commensurate
phase the correlators can be evaluated using (B33) and one obtains
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so that:
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y y y y
p
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whereK0 andK1 aremodified Bessel functions. This leads to the result (B40) and one expects an exponential
decay of the rung current correlationwith correlation length u/(2m).

In the IC phase, the Fermion correlation functions are expressible instead in terms of incomplete Bessel
functions [85]:
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Indeed, we have (forT= 0):
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where + =( )uk m hF
2 2 andwe have noted that y y y yá ¢ ñ = á ¢ ñ( ) ( ) ( ) ( )† †x x x xR L L R . In equation(B16), we have

two contributions, one coming from the partiallyfilled upper band, and the other from thefilled lower band
whichwas the only contribution in the commensurate case.We see thatwhen  +¥h ,  ¥kF and
y yá ¢ ñ ( ) ( )† x x 0R L uniformly.We have:

ò òp
q
p

q q

+
=

=
¢ -

- -
¢ -

q

q
q

-

¢-

-

¢-

( )
( ) ( ) ( )

( ) ( )

 
⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

k m

uk m

m

u

m

u

m x x

u

m x x

u

d

4
e

d

4
e

i

4
, i , i B19

k

k
k x x

2 2

i i sinh

0 F 0 F

m x x
u

F

F

F

F

ò òp
q
p

q

q q

q q

+
=

=
¢ -

-
¢ -

- -
¢ -

+ -
¢ -

q

q
q

-

¢-

-

-

-

¢-

( )
( ) ( )

( ) ( ) ( )

( ) ( )

 

 

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

k uk

uk m

m

u

m

u

m x x

u

m x x

u

m x x

u

m x x

u

d

4
e

d

4
e sinh

i

8
, i , i

, i , i B20

k

k
k x x

2 2

i i sinh

1 F 1 F

1 F 1 F

m x x
u

F

F

F

F

and thus:

y y q q
p

á ¢ ñ =
¢ -

- -
¢ -

-
- ¢( ) ( ) ( ) ( ) ∣ ∣ ( )†  

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

⎛
⎝⎜

⎞
⎠⎟x x

m

u

m x x

u

m x x

u

m

u
K

m x x

u

i

4
, i , i

2
B21R L 0 F 0 F 0

y y
p

q

q q

q
p

y y
p

q

q q

q
p

á ¢ ñ =
¢ -

¢ -
+

¢ -

-
¢ -

- -
¢ -

+ -
¢ -

+ - ¢
- ¢

á ¢ ñ =
¢ -

¢ -
-

¢ -

-
¢ -

- -
¢ -

+ -
¢ -

- - ¢
- ¢

-

-

-

-

( ) ( ) ( )
( )

( )

( ) ( )

( ) ( ) ∣ ∣

( ) ( ) ( )
( )

( )

( ) ( )

( ) ( ) ∣ ∣ ( )

†

†



 





 



⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

⎛
⎝⎜

⎞
⎠⎟

x x
k x x

x x

m

u

m x x

u

m x x

u

m x x

u

m x x

u
x x

m

u
K

m x x

u

x x
k x x

x x

m

u

m x x

u

m x x

u

m x x

u

m x x

u
x x

m

u
K

m x x

u

sin

2

i

8
, i

, i , i

, i isign
2

sin

2

i

8
, i

, i , i

, i isign
2

. B22

R R

L L

F
1 F

1 F 1 F

1 F 1

F
1 F

1 F 1 F

1 F 1

For large distances, - ¢∣ ∣x x u m , we can neglect the contribution from the lower band. The
contribution from the upper band can be obtained from the asymptotic expansions given in [85] on p 146, while
the simpler derivation can be obtained fromphysical arguments and is presented in themain text. Indeed, in the
case uk mF  , we canmake the approximations:
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Second, in the case of uk mF  , we can linearize the dispersion in the upper band around the pointskF.
We can thenmake the approximations:
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We see that the correlator y yá ¢ ñ( ) ( )† x xR L is smaller by a factor ~( )m uk m h 1F  in that limit. If we had
insteadwritten a bosonizedHamiltonian, wewould have found that y yá ¢ ñ =( ) ( )† x x 0R L .With equation (B29),
we obtain the expression for the rung-current correlator (B43).

In the Fermionic representation(B1), theHamiltonian is readily diagonalized in the form
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. The commensurate phase [6] is obtained for <∣ ∣ ∣ ∣h m and the IC phase for >∣ ∣ ∣ ∣h m .

We can express the currents as:
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in the IC phase. Thefinite-size scaling of the leg current has been derived in [86]. As y yá ñ†
R L is real, the average

rung current vanishes.
However, rung-current fluctuations are non-vanishing. Indeed, with the help ofWick’s theoremwe obtain:
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In the commensurate phase, the correlators in (B38) can be evaluated using (B33). One obtains:
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whereK0 andK1 are themodified Bessel functions. The exponential decay is thus recovered for
- ¢∣ ∣x x u m . Taking the FT, wefind
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where E andK are complete elliptic integrals [87]. Using the Fermion representation, we can also show that:
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In the IC phase, the Fermion correlation functions are expressible instead in terms of incomplete Bessel
functions [85]. For large distances, - ¢∣ ∣x x u m , we can neglect the contribution from the lower band. The
contribution from the upper band can be obtained from the asymptotic expansions given in [85]. In the limit
uk mF  , simple physical arguments give:
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so the Fermiwavevector l= - = ( )k h m u q 2F
2 2

s . Taking the FT (B43), we deduce thatC(k) has slope
discontinuities at k=±2kF. By contrast, in that limit, wefind that á - - ñ ~ - ¢  ¢ ¢( )( ) ( )n n n n j jj j j j

2 as
expected from the bosonization arguments.

References

[1] TinkhamM1975 Introduction to Superconductivity (NewYork:McGrawHill)
[2] KardarM1986Phys. Rev.B 33 3125
[3] Orignac E andGiamarchi T 2001Phys. Rev.B 64 144515
[4] ChaM-C and Shin J-G 2011Phys. Rev.A 83 055602
[5] TokunoA andGeorges A 2014New J. Phys. 16 073005
[6] JaparidzeG I andNersesyanAA 1978 JETP Lett. 27 334
[7] PokrovskyV L andTalapovA L 1979Phys. Rev. Lett. 42 65
[8] SchulzH J 1980Phys. Rev.B 22 5274
[9] DharA,MajiM,Mishra T, Pai RV,Mukerjee S and Paramekanti A 2012Phys. Rev.A 85 041602
[10] DharA,Mishra T,MajiM, Pai RV,Mukerjee S and Paramekanti A 2013Phys. Rev.B 87 174501
[11] PetrescuA andHurKL 2013Phys. Rev. Lett. 111 150601
[12] PetrescuA andHurKLe 2015Phys. Rev.B 91 054520
[13] vanOudenaarden A andMooij J E 1996Phys. Rev. Lett. 76 4947
[14] vanOudenaarden A,Várdy S J K andMooij J 1996Phys. Rev. Lett. 77 4257
[15] Fazio R and van der ZantH 2001Phys. Rep. 355 235
[16] LeHurK,Henriet L, PetrescuA, PlekhanovK, RouxG and SchirónM2015Many-body quantum electrodynamics networks: non-

equilibrium condensedmatter physics with lightC. R. Phys. in preparation (arXiv:1505.00167)
[17] Bradley RMandDoniach S 1984Phys. Rev.B 30 1138
[18] Glazman L I and LarkinA I 1997Phys. Rev. Lett. 79 3736
[19] Korshunov S E 1989Europhys. Lett. 9 107
[20] Bobbert PA, Fazio R, SchönG andZimanyiGT1990Phys. Rev.B 41 4009
[21] Bobbert PA, Fazio R, SchönG andZaikinAD1992Phys. Rev.B 45 2294
[22] BruderC, GlazmanL I, Larkin A I,Mooij J E and vanOudenaarden A 1999Phys. Rev.B 59 1383
[23] JakschD andZoller P 2005Ann. Phys., NY 315 52
[24] LewensteinM, Sanpera A, Ahufinger V,Damski B, SenDeA and SenU 2007Ann. Phys. 56 243
[25] Bloch I, Dalibard J andZwergerW2008Rev.Mod. Phys. 80 885
[26] OsterlohK, BaigM, Santos L, Zoller P and LewensteinM2005Phys. Rev. Lett. 95 010403
[27] Ruseckas J, JuzeliūnasG,Öhberg P and FleischhauerM2005Phys. Rev. Lett. 95 010404
[28] LinY, Jimenez-Garcia K and Spielman I B 2011Nature 471 83
[29] Galitski V and Spielman I B 2013Nature 494 49
[30] AtalaM, AidelsburgerM, LohseM, Barreiro J, Paredes B andBloch I 2014Nat. Phys. 10 588
[31] Zhao J, Hu S, Chang J, Zheng F, Zhang P andWangX 2014Phys. Rev.B 90 085117
[32] KeleşA andOktelMO2015Phys. Rev.A 91 013629
[33] XuZ,ColeWandZhang S 2014Phys. Rev.A 89 051604(R)
[34] PiraudM,Cai Z,McCulloch I P and SchollwöckU2014Phys. Rev.A 89 063618
[35] Barbiero L, AbadMandRecati A 2016Phys. Rev.A 93 033645
[36] Peotta S,Mazza L, Vicari E, PoliniM, Fazio R andRossiniD 2014 J. Stat.Mech.P09005
[37] Sterdyniak A et al 2014Bull. Am. Phys. Soc. 59Z35.00007
[38] Greschner S, PiraudM,Heidrich-Meisner F,McCulloch I, SchollwöckU andVekuaT 2015 Phys. Rev. Lett. 115 190402
[39] DiDioM,De Palo S,Orignac E, CitroR andChiofaloM-L 2015Phys. Rev.B 92 060506
[40] PiraudM,Heidrich-Meisner F,McCulloch I P, Greschner S, Vekua T and SchollwöckU 2015 Phys. Rev.B 91 140406

17

New J. Phys. 18 (2016) 055017 EOrignac et al

http://dx.doi.org/10.1103/PhysRevB.33.3125
http://dx.doi.org/10.1103/PhysRevB.64.144515
http://dx.doi.org/10.1103/PhysRevA.83.055602
http://dx.doi.org/10.1088/1367-2630/16/7/073005
http://dx.doi.org/10.1103/PhysRevLett.42.65
http://dx.doi.org/10.1103/PhysRevB.22.5274
http://dx.doi.org/10.1103/PhysRevA.85.041602
http://dx.doi.org/10.1103/PhysRevB.87.174501
http://dx.doi.org/10.1103/PhysRevLett.111.150601
http://dx.doi.org/10.1103/PhysRevB.91.054520
http://dx.doi.org/10.1103/PhysRevLett.76.4947
http://dx.doi.org/10.1103/PhysRevLett.77.4257
http://dx.doi.org/10.1016/S0370-1573(01)00022-9
http://arxiv.org/abs/1505.00167
http://dx.doi.org/10.1103/PhysRevB.30.1138
http://dx.doi.org/10.1103/PhysRevLett.79.3736
http://dx.doi.org/10.1209/0295-5075/9/2/003
http://dx.doi.org/10.1103/PhysRevB.41.4009
http://dx.doi.org/10.1103/PhysRevB.45.2294
http://dx.doi.org/10.1103/PhysRevB.59.1383
http://dx.doi.org/10.1016/j.aop.2004.09.010
http://dx.doi.org/10.1080/00018730701223200
http://dx.doi.org/10.1103/RevModPhys.80.885
http://dx.doi.org/10.1103/PhysRevLett.95.010403
http://dx.doi.org/10.1103/PhysRevLett.95.010404
http://dx.doi.org/10.1038/nature09887
http://dx.doi.org/10.1038/nature11841
http://dx.doi.org/10.1038/nphys2998
http://dx.doi.org/10.1103/PhysRevB.90.085117
http://dx.doi.org/10.1103/PhysRevA.91.013629
http://dx.doi.org/10.1103/PhysRevA.89.051604
http://dx.doi.org/10.1103/PhysRevA.89.063618
http://dx.doi.org/10.1103/PhysRevA.93.033645
http://dx.doi.org/10.1088/1742-5468/2014/09/P09005
http://dx.doi.org/10.1103/PhysRevLett.115.190402
http://dx.doi.org/10.1103/PhysRevB.92.060506
http://dx.doi.org/10.1103/PhysRevB.91.140406


[41] Dzyaloshinskii I 1958 J. Phys. Chem. Solids 4 241
[42] Moriya T 1960Phys. Rev. 120 91
[43] Crépin F, LaflorencieN, RouxG and SimonP 2011Phys. Rev.B 84 054517
[44] Haldane FDM1981Phys. Rev. Lett. 47 1840
[45] Ovchinnikov AA 2004 J. Phys.: Condens.Matter 16 3147
[46] Uchino S andTokunoA 2015Phys. Rev.A 92 013625
[47] Uchino S 2016Remarks on a bosonic ladder subject to amagnetic field (arXiv:1603.05141)
[48] Coleman S 1975Phys. Rev.D 11 2088
[49] Luther A 1977Phys. Rev.B 15 403
[50] RajaramanR 1982 Solitons and Instantons: An Introduction to Solitons and Instantons inQuantumField Theory (Amsterdam:North

Holland)
[51] Zamolodchikov AB andZamolodchikov AB 1979Ann. Phys., NY 120 253
[52] Dorey P 1997Conformal field theories and integrablemodels : lectures held at the EötvösGraduate course, Budapest, Hungary 13-18

August 1996 (Lecture notes in Physics vol 498) ed ZHorváth and LPalla (Berlin: Springer)
[53] Zamolodchikov AB 1995 Int. Rev.Mod. Phys.A 10 1125
[54] CazalillaMA,Citro R, Giamarchi T,Orignac E andRigolM2011Rev.Mod. Phys. 83 1405
[55] OshikawaMandAffleck I 1997Phys. Rev. Lett. 79 2883
[56] Affleck I andOshikawaM1999Phys. Rev.B 60 1039

Affleck I andOshikawaM2000Phys. Rev.B 62 9200(E)
[57] Essler FHL 1999Phys. Rev.B 59 14376
[58] Essler FHL, Furusaki A andHikihara T 2003Phys. Rev.B 68 64410
[59] Nojiri H, Ajiro Y, AsanoT andBoucher J-P 2006New J. Phys. 8 218
[60] Umegaki I, TanakaH,OnoT,OshikawaMand Sakai K 2012Phys. Rev.B 85 144423
[61] UhrigG S and SchulzH J 1996Phys. Rev.B 54R9624
[62] Affleck I 1986Nucl. Phys.B 265 448
[63] Tsvelik AM1992Phys. Rev.B 45 486
[64] VaidyaHGandTracyCA 1979Phys. Rev. Lett. 42 3

VaidyaHGandTracyCA 1979Phys. Rev. Lett. 43 1540
[65] Gangardt DM2004 J. Phys. A:Math. Gen. 37 9335
[66] Luther A and EmeryV J 1974Phys. Rev. Lett. 33 589
[67] Haldane FDM1982 J. Phys. A:Math. Gen. 15 507
[68] Papa E andTsvelik AM2001Phys. Rev.B 61 085109
[69] Chitra R andGiamarchi T 1997Phys. Rev.B 55 5816
[70] White S R 1993Phys. Rev.B 48 10345
[71] SchollwöckU2005Rev.Mod. Phys. 77 259
[72] Gogolin AO,NersesyanAA andTsvelik AM1999Bosonization and Strongly Correlated Systems (Cambridge: CambridgeUniversity

Press)
[73] SchulzH J 1994 Strongly Correlated ElectronicMaterials: The Los Alamos Symposium1993 edK SBedell (Reading,MA: Addison-

Wesley) pp 187
[74] MerminNDandWagnerH 1967Phys. Rev. Lett. 17 1133
[75] Hohenberg PC 1967Phys. Rev. 158 383
[76] NersesyanAA,Gogolin AOand Essler FHL1998Phys. Rev. Lett. 81 910
[77] Lecheminant P, Jolicoeur T andAzaria P 2001Phys. Rev.B 63 174426
[78] Jolicoeur T and Lecheminant P 2002Prog. Theor. Phys. Supp. 145 23
[79] ZareaM, FabrizioMandNersesyanA2004Eur. Phys. J.B 39 155
[80] NersesyanA, Luther A andKusmartsev F 1993Phys. Lett.A 176 363
[81] DiDioM,De Palo S,Orignac E, CitroR andChiofaloM-L 2015 Supplementalmaterial for ‘persistingmeissner state and

incommensurate phases of hard-core boson ladders in aflux’ (http://link.aps.org/supplemental/10.1103/PhysRevB.92.060506)
[82] FisherME1967Rep. Prog. Phys. 30 615 and references therein
[83] KaplanT 1983Z. Phys.B 49 313
[84] Shekhtman L, Entin-WohlmanOandAharonyA 1992Phys. Rev. Lett. 69 836
[85] AgrestMMandMaksimovMZ1971 Theory of Incomplete Cylindrical Functions and Their Applications (Grundlehren der

mathematischenWissenschaften vol 160) (Heidelberg: Springer)
[86] DiDioM,Citro R,De Palo S,Orignac E andChiofaloM-L 2015Eur. Phys. J. Spec. Top. 224 525
[87] AbramowitzM and Stegun I (ed) 1972Handbook ofMathematical Functions (NewYork:Dover)

18

New J. Phys. 18 (2016) 055017 EOrignac et al

http://dx.doi.org/10.1016/0022-3697(58)90076-3
http://dx.doi.org/10.1103/PhysRev.120.91
http://dx.doi.org/10.1103/PhysRevB.84.054517
http://dx.doi.org/10.1103/PhysRevLett.47.1840
http://dx.doi.org/10.1088/0953-8984/16/18/016
http://dx.doi.org/10.1103/PhysRevA.92.013625
http://arxiv.org/abs/1603.05141
http://dx.doi.org/10.1103/PhysRevD.11.2088
http://dx.doi.org/10.1103/PhysRevB.15.403
http://dx.doi.org/10.1016/0003-4916(79)90391-9
http://dx.doi.org/10.1142/S0217751X9500053X
http://dx.doi.org/10.1103/RevModPhys.83.1405
http://dx.doi.org/10.1103/PhysRevLett.79.2883
http://dx.doi.org/10.1103/PhysRevB.60.1038
http://dx.doi.org/10.1103/PhysRevB.62.9200
http://dx.doi.org/10.1103/PhysRevB.59.14376
http://dx.doi.org/10.1103/PhysRevB.68.064410
http://dx.doi.org/10.1088/1367-2630/8/9/218
http://dx.doi.org/10.1103/PhysRevB.85.144423
http://dx.doi.org/10.1103/PhysRevB.54.R9624
http://dx.doi.org/10.1016/0550-3213(86)90168-9
http://dx.doi.org/10.1103/PhysRevB.45.486
http://dx.doi.org/10.1103/PhysRevLett.42.3
http://dx.doi.org/10.1103/PhysRevLett.43.1540
http://dx.doi.org/10.1088/0305-4470/37/40/002
http://dx.doi.org/10.1103/PhysRevLett.33.589
http://dx.doi.org/10.1088/0305-4470/15/2/021
http://dx.doi.org/10.1103/PhysRevB.63.085109
http://dx.doi.org/10.1103/PhysRevB.55.5816
http://dx.doi.org/10.1103/PhysRevB.48.10345
http://dx.doi.org/10.1103/RevModPhys.77.259
http://dx.doi.org/10.1103/PhysRevLett.17.1133
http://dx.doi.org/10.1103/PhysRev.158.383
http://dx.doi.org/10.1103/PhysRevLett.81.910
http://dx.doi.org/10.1103/PhysRevB.63.174426
http://dx.doi.org/10.1143/PTPS.145.23
http://dx.doi.org/10.1140/epjb/e2004-00180-3
http://dx.doi.org/10.1016/0375-9601(93)90934-R
http://link.aps.org/supplemental/10.1103/PhysRevB.92.060506
http://dx.doi.org/10.1088/0034-4885/30/2/306
http://dx.doi.org/10.1007/BF01301591
http://dx.doi.org/10.1103/PhysRevLett.69.836
http://dx.doi.org/10.1140/epjst/e2015-02382-2

	1. Model and Hamiltonian
	2. Bosonization of the two-leg boson ladder
	2.1. Gapful excitations in the Meissner state
	2.2. Correlation functions in the Meissner state
	2.3. C-IC transition

	3. The second incommensuration appearing at &#x003BB; &x02243; &#x003C0;&#x003C1;
	4. Conclusion
	Appendix A.
	Appendix B.
	References



