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Avenida Bento Gonçalves 9500, CEP 91501-970 Porto Alegre, Brazil

bInstitut für Physik, Humboldt-Universität zu Berlin,

Newtonstr. 15, 12489, Berlin, Germany

cIRIS Adelrshof, Humboldt-Universität zu Berlin,

Zum Großen Windkanal 6, 12489, Berlin, Germany

dIstituto di Chimica dei Composti OrganoMetallici (ICCOM-CNR),

Area della Ricerca, via G. Moruzzi 1, I-56124 Pisa, Italy

eDipartimento di Chimica e Chimica Industriale, Università di Pisa,
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Abstract

A selection of several aromatic molecules, representative of the important class
of heterocyclic compounds, has been considered for testing and validating an au-
tomated Force Field (FF) parameterization protocol, based only on Quantum Me-
chanical data. The parameterization is carried out separately for the intra- and
inter-molecular contributions, employing respectively the Joyce and Picky soft-
ware packages, previously implemented and refined in our research group. The
whole approach is here automated and integrated with a computationally effective
yet accurate method, devised very recently (J. Chem. Theory. Comput., 2018, 14,
543-556) to evaluate a large number of dimer interaction energies. The resulting
quantum mechanically derived FFs are then used in extensive molecular dynamics
simulations, in order to evaluate a number of thermodynamic, structural and dy-
namic properties of the heterocycle’s gas and liquid phases. The comparison with
the available experimental data is good and furnishes a validation of the presented
approach, which can be confidently exploited for the design of novel and more com-
plex materials.
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1 Introduction

Many-body quantum mechanics (QM) is in principle the method of election for treating

single molecules, clusters, solute-solvent systems as well as bulk phases formed by a large

number of sub-units. In the latter case, however, it is clear that the current computational

resources actually prevent accurate calculation at QM level, and one is forced to use

cheaper methods,1,2 based on classical physics, like Molecular Dynamics (MD) or Monte

Carlo (MC). The main approximation of such methods involves a drastic simplification on

the lowest eigenvalue of the electronic Hamiltonian, whose behavior with respect to the

nuclear geometry is represented by an effective potential, called the Force Field (FF).1–3

A FF consists in a collection of analytical functions of the positions of the nuclei, aimed

to describe the energy of the simulated system, whose chemical identity is encoded into

the FF parameters. Consequently, the reliability of the description achieved by classical

simulations essentially relies on the FF quality.4–9 Within this framework, an effective

way to exploit both the accuracy of the QM techniques in describing molecular features

and the efficiency of the classical MC and MD techniques, might consist in deriving the

FF parameters from data retrieved through QM calculations.

As a matter of fact, following the pioneering work of Clementi’s10–13 and Linse’s14,15

groups, it is only in the past decade that, thanks to the massive increase of computa-

tional resources, there has been a renewed interest for quantum mechanically derived FFs

(QMD-FFs), and several approaches have been proposed8,16–39 and recently reviewed.40–42

The several strategies that have been presented can be classified according to different

criteria. First, these protocols concern either with the description of a single molecule flex-

ibility (intramolecular FFs),16,17,20,21,24,25,29,31,38 the interaction between molecular pairs

(intermolecular FFs)18,19,27,27,30,32,34,36,37,39 or both.8,22,23,26,28,33,35 Next, the parameter-

ization procedure can be applied to a particular class of molecules (aromatic, aliphatic,

etc.), hence including a partial degree of transferability,27,30,39 or specifically carried out

on selected targets, abandoning the idea of transferability in favor of an increased accu-

racy.8,18–20,25,28,31–38 Finally, the high level QM description can be exploited to incorporate

into the QMD-FF a more detailed model, through the use of complex though computa-

tionally expensive functions, which allow for accounting, for instance, three body terms or
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polarization effects.28,30,35,39 Yet, in the case of simulations of large and complex systems,

the QMD-FF can be conveniently built8,16,17,20,22,25,33,34,36–38 with the standard simple

potential functions (Lennard-Jones (LJ), point charges, harmonic potentials and Fourier

series) implemented in all the most popular MD simulation engines.

Beside the details underlying the different procedures, most system specific QMD-FF

show8,28,34,40–42 a higher accuracy with respect to standard empirical FFs and have an

intrinsic predictive capability,36 as no experimental information is required for their pa-

rameterization. This latter feature is indeed appealing and certainly connected to the

recent success of such approaches, especially in the search of novel materials or in the

characterization of significant observables, hard to be measured experimentally. Despite

these attractive features, the parameterization of QMD-FFs is a challenging and delicate

process. For instance, three possible drawbacks, especially concerning with the inter-

molecular term, have been very recently pointed out by Vandenbrande et al.:39

(a) due to the rather high number of parameters involved, the fitting procedure in such

high-dimensional parameter space can turn out to be ill-conditioned;

(b) in the hypothesis that the total interaction energy can be partitioned in different well-

defined contributions (e.g. induction, dispersion, etc.), simple model functions entering

the standard FF expressions as LJ or point charges are rarely able to separately account

for the physical origin of the distinct energy contributions;

(c) the computational cost associated with sampling the interaction energy potential sur-

face (IPES) at a QM level is often limiting the extent of the QM database and the choice

of the QM method, with a consequent loss of accuracy in the QMD-FF description.

In the past decade, a robust and completely automated QMD-FF parameterization

protocol has been proposed and refined by our group.8,18,20,23,26 The whole protocol

is system-specific, i.e. the FF is parameterized on QM data purposely carried out on

the system under investigation, hence achieving a higher accuracy with respect to most

transferable FFs. The parameterization procedure is based on the classical partition of

the system total energy in an intramolecular and intermolecular term,1,2 and delivers

a complete QMD-FF,8,33 able to describe both single molecule flexibility and molecular

interactions.
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The intramolecular parameterization is carried out through the Joyce code,20,25 and

has been tested previously in several applications.43–52 Through this procedure, the in-

tramolecular QMD-FF parameters are obtained by a least-square minimization, against

few single-molecule QM data, specifically computed for the system under study. The

Joyce parameterization was shown to circumvent the two aforementioned drawbacks

that affect also intramolecular FFs (namely, the ill-conditioning problem (a) and the com-

putational cost (c), considering that point (b) essentially concerns with the intermolecular

term only). In fact, regarding point (a), the linear fitting procedure underlying Joyce pa-

rameterization is a robust method, with no appreciable ill-conditioning suffering.20,25 On

the same foot, concerning with point (c), the high quality/cost ratio of density functional

theory (DFT) calculations for single molecule geometry optimizations can be exploited,

maintaining the computational burden for intramolecular parameterization very limited,

even for molecules of large dimensions.44,45,49–52

The intermolecular term of the QMD-FF is obtained through the Picky software

package.8,26 In this case, the criticisms raised in Ref. [39] should be discussed point-by-

point, paying particular attention to the last of such observations, concerning with the

QM computational cost. As far as the ill-conditioning problem (a) is concerned, it was

observed26 that, notwithstanding different QMD-FF parameters could be obtained by dif-

ferent choices of the starting conditions in the non-linear fitting procedure, all the resulting

QMD-FFs share the same adherence to the QM reference data and yielded the same level

of quality in terms of both micro- and macroscopic observables. Owing to a certain degree

of redundancy, the individual value of each parameter can only be determined with some

uncertainties, but the final IPES is practically free from the detail of the calculation.26

Turning to criticism (b), we point out that there is no limit to the complexity of the FF in

the Picky protocol, as for instance those proposed in the so-called physically motivated

QMD-FFs,28,30,34,35,39 to account for the different contributions to the intermolecular en-

ergy. However in this paper we prefer to adopt the standard LJ + charges form, both

because they can be promptly employed (as already implemented in the most popular MD

engines) and because computationally very effective. Indeed, an important perspective of

the QMD-FF here presented concerns with the simulation of complex condensed phases
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(e.g liquid crystals,23 embedded dyes,44 bulk hetero-junctions,51 biologically relevant sys-

tems,52 etc.), where the QMD-FF computational convenience may become decisive.

The third issue discussed in Ref. [39] concerned with the computational cost of the

required QM database. Recently, QMD-FFs derived according to our protocol were suc-

cessfully applied in the simulation of liquid benzene,8 the condensed phases of several

halogenated organic compounds.33 and organic triads suitable for organic photovoltaic

cells.51 In all these cases the whole intermolecular QM database was retrieved by density

functional theory (DFT) calculations, performed over selected dimer geometries and ac-

counting for dispersion through an empirical correction term (e.g. DFT-D53–55). Although

DFT-D methods are in general computationally more convenient than post SCF ones, it

was shown8,33 that the choice of the functional has a remarkable impact on the resulting

QMD-FF, thus requiring extensive benchmarks against high-level post-SCF data, with a

consequent significant increase of the computational cost. In this work an alternative route

will be attempted, abandoning the DFT-D description in favor of a computationally more

feasible and possibly more accurate method: the recently proposed mp2mod procedure.56

This method essentially consists in a MP2 calculation, carried out with a modified basis

set, where the exponents of the polarization functions are optimized in order to mimic a

reference high-level calculation, specifically performed on the target species.

The aim of this work is therefore twofold. The first goal is a further validation of

the Joyce/Picky protocol in producing QMD-FFs, whose performances for the target

system should be better or at least comparable to those obtained with standard FFs.

The second goal is to explore the possibility of going beyond dispersion corrected DFT,

resorting to more accurate postHF methods, in particular coupling the intermolecular

parameterization Picky protocol with the mp2mod procedure.

To accomplish these two goals, we have chosen as test case a challenging class of

molecules: the aromatic heterocycles. Given the ubiquitous presence of aromatic com-

pounds bearing heteroatoms in many biologically relevant processes, the possibility of

building specific and accurate QMD-FFs for such species should in fact be carefully ex-

plored. Moreover, (heterocyclic) aromatic compounds constitute a significant challenge

both in terms of the QM calculation of their interaction energy57–64 and the FF repre-
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sentation of their IPES.8,26,65–69 As far as the former issue is concerned, we have recently

shown56 that very accurate results for aromatic heterocycles can be obtained resorting to

the mp2mod method. In fact the standard deviation with respect to the so called gold

standard of quantum chemistry,70,71 i.e. CCSD(T)/CBS, resulted56 to be less than 0.3

kcal/mol, in average. Furthermore, each mp2mod calculation was shown56 to be more than

one thousand time faster with respect to a CCSD(T)/CBS one. Turning to the second

of the aforementioned challenges, i.e. regarding the FF quality for aromatic heterocycles,

it has been for instance reported that standard FF performances in describing pyridine’s

microscopic structure have to be improved, by refining the intermolecular model poten-

tial with the addition of supplementary interaction sites, thus enhancing the agreement

with QM derived data.66–69 A more general trend can be observed by looking at the

http://virtualchemistry.org website, an extremely useful reference database for the devel-

opment of new FFs, where the MD outcomes obtained4,9 with three popular empirical

transferable FFs (namely, GAFF,72 OPLS3 and CGenFF73) are reported in detail for

many organic compounds. Therein, very different performances result for heterocycles,

with respect to the average behavior, depending on the choice of the FF. For instance,

for furan or pyridine, the error on bulk density and vaporization enthalpy, registered with

different FFs, ranges from less than 1% up to 10%. The situation is definitively worst for

those molecules which were not included in the original training sets considered for FF

empirical parameterization, e.g. pyrazine, oxazole or isoxazole, where the reported error

for the vaporization enthalpy with respect to the experimental values is always larger

than 20%. Furthermore, there is no FF that seems to be systematically better than the

others: CGenFF, for instance, yields the best performances for pyrimidine and thiophene,

but it is the most inaccurate for pyridine and pyrrole. This last observation can become

particularly critical if one has to make some ”blind choice” of a FF to describe a molecu-

lar target with a novel structure, or bearing substituents, which were not included in the

original empirical FF parameterization.

In this work, QMD-FFs will be set up for a set of selected compounds, whose structures

are displayed in Figure 1, intended to be representative of the aromatic heterocycles class.

The quality of the obtained QMD-FFs will be then assessed through the comparison of
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Figure 1: Sample hetero-cyclic aromatic molecules considered in this work: 1: pyridine, 2: pyridazine,

3: pyrimidine, 4: pyrazine, 5: pyrrole, 6: furan, 7: thiophene, 8: oxazole and 9: isoxazole. In all

pictures, Carbon atoms are displayed with cyan spheres, Nitrogen blue, Oxygen red and Hydrogen white.

The different atom types employed in the FF parameterization are also shown within each panel.

the resulting macroscopic bulk properties, computed through lengthy MD simulations for

each system, with the relevant experimental measures and, when possible, with the results

reported in literature, yielded by empirical or specifically tuned FFs.

2 Methods

A specific QMD-FF is here developed for each of the selected benchmark molecules dis-

played in Figure 1, making use of the Joyce and Picky parameterization software,

separately proposed in our group20,25,26 and recently improved, automated and refined.8,33

According to the procedure, the system-specific FF parameters are retrieved by minimiz-

ing selected objective functions, devised to optimize a classical based description against

a reference representation obtained at QM level. To this end, the classical partition of
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the total FF energy (EFFtot

AB ) of a pair of molecules A and B can be exploited:

EFFtot

AB = EFFintra

A (b̄A, θ̄A, φ̄A) + EFFintra

B (b̄B, θ̄B, φ̄B) + EFFinter

AB (r̄AB) (1)

where EFFintra

A/B and EFFinter

AB are the intramolecular and intermolecular FF contributions,

for the A/B molecules and the AB interacting pair, respectively. The former drives the

conformational behavior of each single molecule, and depends only on a collection of

internal coordinates (i.e. bonds (b̄), angles (θ̄) and dihedrals (φ̄)), while EFFinter

AB accounts

for the interaction energy between the AB pair, and can hence be expressed as a function

of the distances r̄AB between the atoms belonging to A and those of B.

2.1 Intramolecular Parameterization

For each molecule, the intramolecular part of the QMD-FF has the standard expression

EFFintra = Estretch + Ebend + Etors (2)

where

Estretch =
1

2

Nbonds
∑

µ

ks
µ(bµ − b0µ)

2 (3)

Ebend =
1

2

Nangles
∑

µ

kb
µ(θµ − θ0µ)

2 (4)

Etors =
1

2

Ndihedrals
∑

µ

kt
µ(φµ − φ0

µ)
2 (5)

It is worth noticing that an harmonic form, rather than the more usual Fourier sum,

is employed for the torsions in equation (5), in consideration of the stiff nature of the

aromatic dihedrals.

The whole intramolecular parameterization is carried out with the Joyce program,20,25

freely available at http://www.pi.iccom.cnr.it/joyce. Following the standard protocol,20,25

the equilibrium internal coordinates q0 (with q=b̄, θ̄, φ̄) entering equations (3)-(5) were

taken from the QM equilibrium geometry of the isolated molecule. The force constants
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k were instead obtained at once for each molecule through the Joyce code, minimizing

the objective function:

I intra =
3N−6
∑

K≤L

WKL

[

HKL −
(

∂2EFFintra

∂QK∂QL

)]2

0

(6)

where QK is the Kth normal coordinate, HKL is a QM Hessian matrix evaluated in the

minimum energy geometry and WKL are selected weights. Further details on Joyce pa-

rameterization can be found in previous applications43–52 or in the original papers.20,25

2.2 Intermolecular Parameterization

The intermolecular contribution, EFFinter , is expressed by sums of LJ potentials (ELJ
ij )

and charge-charge (ECoul
ij ) pairwise interactions:

EFFinter

AB (r̄AB) =
NA
∑

i=1

NB
∑

j=1

[ELJ
ij (rij) + ECoul

ij (rij)] (7)

where NA/B is the number of interaction sites of the A/B molecule and i/j is the ith/jth

site of the molecule A/B. ELJ
ij and ECoul

ij take the standard expressions

ELJ
ij (rij) = 4ǫij





(

σij

rij

)12

−
(

σij

rij

)6


 (8)

and

ECoul
ij (rij) =

qiqj
rij

(9)

The best parameters for both ELJ
ij and ECoul

ij are found with the Picky approach,8,26,33

namely through a non linear fitting,in order to minimize the objective function

I inter =

∑Ngeom

k=1 [(∆U inter
k − EFFinter

k )2]e−α∆U inter
k

∑Ngeom

k=1 e−α∆U inter
k

(10)

where Ngeom is the number of geometries considered for the target dimer, α a Boltzmann-

like weight and ∆U inter
k the QM intermolecular energy for dimer k.

According to Picky’s procedure, equation (10) is optimized iteratively, over a sample

of Ngeom dimer geometries, whose dimensions increase at every cycle. The convergence

10



is monitored by means of the quantity ∆P , which measures the difference between two

IPESs, obtained with the FF parameters of two consecutive cycles, and is defined as

∆P =





1

Npoints

Npoints
∑

i

[

(EFFinter
i )c − (EFFinter

i )c−1

]2





1
2

(11)

where (EFFinter
i )c is the intermolecular energy computed for dimer i with the QMD-FF

parameters obtained at cycle c, and Npoints is the number of dimer arrangements (> 106)

over which the difference is evaluated. Further details for Picky parameterization can be

found in the original papers.8,26 As Joyce, the Picky package is also freely available

at http://www.pi.iccom.cnr.it/picky.

2.3 QMD-FF assembling and validation

Concretely, the QMD-FF best parameters for each investigated compound were computed

Single molecule QM data:
Optimized geometry & 

Hessian matrix

QM data over sampled 
dimers:

Intermolecular energies

Intramolecular 
parameters

Intermolecular 
parameters!

QMD-FF

MD simulations Spectral properties
Bulk phase structure

Thermodynamic properties

Experimental 
comparison for 

validation

Figure 2: General scheme for QMD-FF derivation and validation employed in this work. Intra- and

inter-molecular parameterization are evidenced with orange and blue panels respectively. Note that

experimental data (green panel) are only employed for validation purposes, and do not enter the param-

eterization process.

according to the scheme displayed in Figure 2 and briefly commented in the following:

i) For each compound, EFFintra is parameterized once and for all by means of the

Joyce protocol,20,25
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ii) The parameterization of EFFinter is performed following Picky route I,8 i.e. based

on flexible MD simulations. Briefly, a selected number of dimer is extracted from an

equilibrated MD configuration, their interaction energy computed at mp2mod level

and used as reference data in equation (10), to retrieve a new set of FF parameters.

The latter are then used for a new MD simulation, from where several additional

dimers are again extracted. The final QMD-FF intermolecular parameters are ob-

tained at the end of this iterative procedure, when the ∆P convergence criterion

(11) is met.

iii) Extended MD simulations are performed with the resulting QMD-FF, on systems

composed of 1000 molecules, in the NPT ensemble, in standard conditions. Several

macroscopic properties are then computed on the resulting bulk phases, and the

reliability and the accuracy of the employed QMD-FF is validated by comparing

the simulated properties with those obtained through the adoption of literature FFs

and with their experimental counterparts.

3 Computational details

3.1 QM calculations

All QM calculations were performed with the Gaussian09 package.74 The QM data

required for the intramolecular parameterizations, one geometry optimization and one

vibrational frequency calculation, were obtained for each isolated monomer at DFT level,

employing the standard B3LYP functional with the Dunning’s correlation consistent cc-

pv-Dz basis set. From such calculations, the molar volume and the isotropic polarizability

were also retrieved for each considered monomer.

As far as the intermolecular term is concerned, the reference QM dimer energies were

computed by means of the recently proposed mp2mod method.56 In fact, in view of

the large number of dimer energies to be calculated, this approach was proven to be an

excellent compromise between accuracy (less than 0.3 kcal/mol on average with respect to

CCSD(T)/CBS) and computational cost (few minutes for each dimer). For all molecules

except oxazole and isoxazole, all mp2mod calculations were carried out making use of the
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specifically tuned basis sets reported in Ref. [56]. These basis sets were derived from a

standard 6-31G** basis set, in which the exponent of the polarization functions of each

atom was optimized against a CCSD(T)/CBS database, specifically for each molecule.

Since neither the oxazole nor the isoxazole molecule were included in the benchmark set

considered in Ref. [56], no specific exponent is readily available to modify the original 6-

31G** basis set for these molecules. Here, to avoid the computational burden connected

with the reference CCSD(T)/CBS calculations, an alternative route will be attempted,

consisting in transferring all the exponents retrieved for furan, plus the exponent found

in pyrrole for Nitrogen, to the atoms of oxazole and isoxazole. Concretely, the exponents

employed in the modified 6-31G** basis set adopted for oxazole and isoxazole are 0.36,

0.37, 0.21, for the d polarization functions on Oxygen, Nitrogen and Carbon, respectively,

and and 0.27 for the p functions on Hydrogen.

3.2 Molecular dynamics

All classical MD simulations were performed with the Gromacs5.1 engine,75 on systems

composed of 1000 molecules. During Picky parameterization cycles,8,26 each system

was simulated for 500 ps, in the NPT ensemble, keeping the temperature and pressure

constant through the Berendsen thermostat and barostat, with τT and τP to 0.1 and 5.0

ps, respectively. Once the best fit parameters were obtained, each QMD-FF was employed

in a 525 to 50 ns production runs, carried out again in the NPT ensemble, but through

velocity-rescale thermostat76 and the Parrinello-Rahman scheme.77 In all simulations, a

cut-off of 14 Å was employed for both charge-charge and LJ terms, whereas long-range

electrostatics was accounted through the particle mesh Ewald (PME) procedure. Unless

otherwise stated, bond lengths are constrained at their equilibrium value using the Lincs

algorithm, allowing for a 1 fs time step. Conversely, two additional 1 ns runs were carried

out for each compound, in the NPT and NVE ensembles, saving the trajectories every 4

fs or 2 fs, respectively, as detailed hereafter. In these simulation, the constraints on the

bond lengths were removed, and the time step was decreased to 0.1 fs.
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3.3 Properties calculation

The MD trajectories were employed for the calculation of selected macroscopic properties.

Unless otherwise stated, 5 ns NPT runs were used to monitor the following thermodynamic

observables:

• bulk density ρ: computed by averaging the simulation box volume V

ρ =
M

< V >
(12)

being M the total mass of the system.

• vaporization enthalpy ∆Hvap: calculated as

∆Hvap(T ) = Hg(T )−Hl(T ) ≃ RT +∆U intra − U inter
l (T ) (13)

whereHg andHl are the enthalpies of the gas and liquid phase, T is the temperature,

R the gas constant, ∆U intra is the difference between the intra-molecular energy in

the gas and liquid phase and U inter
l the total intermolecular energy of the liquid.

• molecular dipole moment M̄: computed by double averaging the classical dipole

moment of each monomer µ̄i(t), i.e.

M̄ =

〈

1

Nmol

Nmol
∑

i=1

µ̄i(t)

〉

(14)

where Nmol is the total number of molecules composing the system and the 〈〉
brackets stand for the time average. µ̄i(t) is computed for each monomer i from the

QMD-FF point charges entering equation (9) as

µ̄i(t) =
Natoms
∑

α=1

qαr
∗
iα(t) (15)

where r∗iα(t) is the displacement of atom α with respect to the center of mass of

molecule i and Natoms is the total number of atoms for each molecule.

• heat capacity at constant pressure cP : determined (from the 1 ns NPT trajectories

saved every 4 fs) through the two phase thermodynamic method,78–81 implemented

in Gromacs5.1 as described in detail in Ref. [4].
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• volumetric thermal expansion coefficient αP : determined, as in previous work,8,33

from the slope of the curve obtained by plotting ln[ρ] as a function of T for the

three 5 ns NPT runs, purposely carried out at different temperatures.

• isothermal compressibility κT : computed from the volume fluctuations as

κT =
〈δV 2〉

kBT 〈V 〉 (16)

• static dielectric constant ǫ0: obtained according to two different routes,82 i.e. either

as4

ǫ0 = 1 +
4π

3

〈

M̄2
〉

−
〈

M̄
〉2

3V kBT
(17)

or82–84

ǫ0 = ǫ∞ +
4π

3

〈

M̄2
〉

−
〈

M̄
〉2

3V kBT
(18)

In the above equations M̄ is the total dipole moment defined in equation (14), V is

the simulation box volume, T the temperature and kB the Boltzmann constant. In

equation (18), ǫ∞ is estimated, as suggested in Ref. [ 82], from the Clausius-Mossotti

relation

ǫ∞ − 1

ǫ∞ + 2
=

4πα

3 < v >
(19)

where for α and v, were employed the isotropic polarizability and the molar volume,

computed on each isolated monomer.

The microscopic structure of each resulting liquid bulk phase was analyzed, again over

the 5 ns trajectories, in terms of center of mass and atomic pair correlation functions,

computed as

gαβ(r) =
〈

δ(r −
∣

∣

∣rαi − rβj
∣

∣

∣)
〉

; i 6= j (20)

where the mean value
〈

...
〉

is a double average, over all frames and molecules, rαk is the

position of the α site in molecule k.
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Finally, the vibrational frequencies were recovered, over the 1 ns NVE runs, from the

classical dipole moment correlation function according85 to

I(ν) ∝ Q(ν)ν
∫ ∞

0
ei2πνt 〈µ̄(t+ t0)µ̄(t)〉 dt (21)

where µ̄(t) is computed according to equation (15) and the function Q(ν) is a QM correc-

tion. Among the many different equations proposed to account for such correction,85–87

following the suggestions of Ref. [88], the function here employed reads

Q(ν) =
βhν

1− e−βhν
(22)

with β = 1/kBT , where T is the simulation temperature and kB the Boltzmann constant.

4 Results

4.1 QMD-FF Parameterization

4.1.1 Intramolecular term

The parameterization of the intramolecular potential was performed for all molecules

displayed in Figure 1, employing the Joyce code, according to the protocol outlined

in the previous sections. In all cases, a similar strategy was followed. First, exploiting

the harmonicity of the potentials entering the QMD-FF intramolecular expression (2),

the only QM data required for each investigated molecule are its equilibrium geometry

and Hessian matrix. Second, the only restrictions imposed on the atom-types were those

dictated by symmetry. A complete list of the final parameters as well as the assignment

of the different atom-types is reported in the Supporting Information (see Tables A1-A9).

In Table 1 some outcomes of the performed parameterizations are reported for the con-

sidered isolated molecules. As appears by looking at the last column, a similar standard

deviation σJ , less than 0.02 kJ/mol, was found in each case, regardless of the number

of employed parameters. From a computational point of view, the main cost of the

intramolecular parameterization resides in the QM calculations, which only takes few

minutes on a standard workstation.

The resulting best-fit parameters (see Supporting Information) can be briefly com-

mented to enlight the capability of the QMD-FF to reproduce even some subtle differ-
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Compound number of parameters σJ (kJ/mol)
pyridine 42 0.015
pyridazine 36 0.015
pyrimidine 36 0.016
pyrazine 36 0.019
pyrrole 40 0.014
furan 34 0.013

thiophene 34 0.011
oxazole 31 0.014
isoxazole 29 0.017

Table 1: Joyce parameterization overview. The standard deviation σJ was obtained as
√
Iintra, where

Iintra refers to equation (6). For each molecule, the CPU time required for the whole QM database was
less than 15 minutes on a a single Intel Xeon X5650 processor.

ences, found at QM level, among chemically similar molecules as these considered in the

present work. For instance, for the C-C stretching in the investigated diazines, different

force constant values were obtained, depending on both the position within the molecule

(e.g. kS
C1−C2

= 3087 kJ mol−1Å−2 and kS
C2−C3

= 3405 kJ mol−1Å−2 in pyridine, see Table

A1 in the Supporting Information) or the molecule bearing it (e.g. kS
C2−C3

= 3369 kJ

mol−1Å−2 and kS
C−C = 2896 kJ mol−1Å−2 in pyrimidine and pyrazine, Tables A3 and A4,

respectively). On the same foot, the C-C stretching constants between different Carbons

in furan and thiophene (see Tables A6 and A7 in the Supporting Information) reflect the

different nature of such bonds resulting from the QM calculations: while kS
C2−C3

is 3929 kJ

mol−1Å−2 for furan and 3649 kJ mol−1Å−2 for thiophene, the respective force constants

for the C3 − C3 stretching are 2946 and 2731 kJ mol−1Å−2.

The adherence of the QMD-FF Hessian to the parent QM one, reflects in the very

good agreement of the QM and FF vibrational normal modes. A detailed description

of the accuracy of the predicted frequencies is displayed in Figure 3, again for furan and

thiophene. Results of similar quality were obtained in all the considered cases. By looking

at the bottom panel of Figure 3, the strong correlation between the vibrational frequencies

computed at QM and QMD-FF level is apparent for both molecules. The agreement is

particularly good for the higher frequencies, which correspond to the most localized normal

modes (CH stretchings). In fact, as shown in the top panels, when the normal mode
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Figure 3: Comparison of Joyce results obtained for furan (blue bars and symbols) and thiophene

(orange bars and symbols). Top: overlap between QM and QMD-FF normal modes. Bottom: correlation

plots between QM and QMD-FF computed vibrational frequencies.

is highly localized, the FF description based on internal coordinates is more accurate,

and the overlap between the QM and FF normal modes is very close to unity. On the

contrary, modes corresponding to lower frequencies, such as those involving the distortion

of the planarity of the ring, are more delocalized in the internal coordinates set, and the

vibrational description given by a diagonal FF becomes less accurate. As discussed by

some of us in a recent paper,52 this shortcoming could be circumvented by the addition of

coupling FF terms, which depend on two or more internal coordinates, which were proven

to be effective in improving the description of the vibrational frequencies. In other words,
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the natural strategy to improve the description of the low frequency and delocalized modes

is abandon diagonal FF toward class II formulations, which explicitly include off-diagonal

terms of th Hessian. Work in this direction is indeed in progress in our group, and a

first step toward their complete implementation into the Joyce package has been very

recently reported.89 Yet, since the present work is not focused on reaching spectroscopic

accuracy, such coupling terms have been omitted, and the here employed FFs are in the

standard diagonal form. Nonetheless, the intramolecular QMD-FFs obtained for furan

and thiophene, are expected to be capable of accounting for the vibrational differences of

these compounds, not only for the modes directly involving the oxygen or sulfur atoms, but

even for the propagation of the heteroatom effects to the neighboring internal coordinates.

For example, the two QMD-FFs succeed in reproducing the red shift of the CH stretching

frequencies, in going from furan to thiophene.

4.1.2 Intermolecular term

The parameterization of the intermolecular part of the FF was carried out, again specif-

ically for each molecule, according to the Picky procedure described in the previous

sections. For all molecules except isoxazole, the initial fifty dimers were extracted from

a trial configuration, obtained equilibrating a system of 1000 molecules in the NPT en-

semble adopting the OPLS3 description. Conversely, to test the impact of the starting

configuration on the parameterization convergence, the initial isoxazole dimers were ex-

tracted from an equilibrated system of 1000 oxazole molecules, converted into isoxazole

trivially exchanging the proper atom-type labels.

For each compound, in the first Picky cycle, the intermolecular energy of all the fifty

dimers sampled from the starting configuration was computed at QM level through the

mp2
mod method, as described in the Computational Details section. It might be worth

noticing that the results achieved for oxazole and isoxazole, whose specific mp2mod basis

sets was transferred rather than re-optimized, are particularly interesting in view of ex-

tending the Picky procedure to larger molecules. Once all mp2mod interaction energies

are retrieved, the system specific database is used to derive a first set of intermolecular

parameters according to equation (10). Following the iterative Picky procedure, such
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parameters are used in a further MD run, to obtain a new equilibrated configuration,

which is used as starting point for the subsequent cycle. All steps performed within

each cycle (dimer sampling, Gaussian09 input file generation for mp2mod calculations,

extraction and storage of the QM energies incremental database, parameter fitting, calcu-

lation of the convergence index ∆P, editing of the Gromacs5.1 files for MD runs) have

been automated and coded into a development version of the Picky code.

In Table 2 a summary of some relevant features of Picky parameterization are

given for all molecules. The parameterization computational cost, reported in the fourth

Compound Cycles Sampled dimers CPU time (h) ∆P (kJ/mol) σP (kJ/mol)
pyridine 5 450 7 (4) 0.16 1.26
pyridazine 6 550 8 (5) 0.41 1.77
pyrimidine 6 550 8 (5) 0.20 1.37
pyrazine 5 450 7 (4) 0.38 1.75
pyrrole 4 350 4 (2) 0.21 1.46
furan 4 350 5 (4) 0.30 0.99

thiophene 5 450 6 (4) 0.35 1.24
oxazole 6 550 5 (3) 0.49 1.45
isoxazole 6 550 5 (3) 0.27 1.00

Table 2: Picky parameterization overview. CPU time refers to a Linux workstation with 16 Intel Xeon
X5650 cores, the number in parenthesis indicates the time devoted to QM calculations. The convergence
index ∆P and the standard deviation σP were respectively obtained from equation (11) and as

√
Iinter,

where Iinter refers to equation (10).

column on Table 2, is definitively larger than the one required for the intramolecular

part of the FF, but never exceeds 10 hours for each compound. In particular, thanks

to the convenience of the mp2mod approach, the time needed by the QM calculations

is limited to few hours, despite the number of considered dimers ranges from 350 to

550 for each investigated species. All considered, the full parameterization for a target

molecular species is achievable in one day on a standard workstation. Similarly to the

intramolecular parameterization, the QMD-FF standard deviation (σP ) appears to be

relatively independent on the system under investigation, as its value ranges from 0.99

kJ/mol for furan to 1.77 kJ/mol for pyridazine.

A more detailed description of σP and other relevant quantities along the parame-

terization cycles, together with a full list of the best-fit parameters obtained for each
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compound, is reported in the Supporting Information (see Tables B1-B18). By looking
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Figure 4: Monitored properties along the parameterization cycles: six-membered rings (left) and five-

membered rings (right). From top to bottom: Picky’s standard deviation, σP ; convergence index, ∆P;

MD’s bulk density, ρ; vaporization enthalpy, ∆Hvap.

at the Tables reported therein, the capability to account for the chemical diversity of the

different atom-types clearly emerges also for the intermolecular term of the QMD-FF. For

instance, as far as the LJ parameters are concerned, ǫN (see Tables B1-B18) is found to

assume sensibly different values, depending on the molecule bearing the nitrogen atom,

being σP ∼ 2.7, 1.7, 3.4, 1.5, 2.1, 0.6, 0.5 kJ/mol in pyridine, pyridazine, pyrimidine,

pyrazine, pyrrole, oxazole and isoxazole, respectively). Similarly, the point charge qO on

oxygen atoms of different molecules (-0.073, -0.160 and -0.057 e− for furan, oxazole and

isoxazole, see Tables B12, B16 and B18) reflects the different interaction patterns found at

QM level. Yet, to not overwhelm the reader with excessive information, only a graphical

summary of some of the contents of Tables B1 to B16 is here displayed in Figure 4 .
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To reach convergence (i.e. ∆P < 0.5 kJ/mol), all parameterizations required from

four to six cycles, but it appears from Figure 4 that the ∆P convergence index showed

its larger variation during the first three cycles, meaning that only small changes on the

IPES landscapes took place in the last cycles. This in turn reflects also on the monitored

thermodynamic properties, the liquid bulk density (ρ) and the vaporization enthalpy

(∆Hvap), which show significant variations only in the first parameterization cycles. This

behavior also holds for isoxazole, despite the starting ρ and ∆Hvap were far away from

their converged values, due to the quasi-random nature of the starting configuration.

Nonetheless, both observables appear to reach convergence after 4 cycles, in line with the

other compounds, suggesting that the choice of the starting sample configuration should

not affect the final intermolecular FF.

Finally, turning to the overall adherence of the QMD-FF description of the IPES with

respect to the parent QM one, the Picky standard deviation σP is displayed in the

top panel of Figure 4. The final converged value was in all cases around 1.5 kJ/mol and

obtained over ∼ 550 dimers. In conclusion, we are confident that a significant portion of

the dimer IPES has been considered and that the main features of the QM description

were tailored on the QMD-FF.

4.2 MD simulations with QMD-FFs

4.2.1 Thermodynamic properties

Once both the intramolecular and the intermolecular terms were parameterized for all

the investigated compounds, the QMD-FFs were assembled and employed in extensive

MD simulations to characterize the resulting bulk liquid phases. To this end, 5 ns, unless

otherwise stated, 25 ns NPT runs were performed on systems of 1000 molecules, at 1

atm and 298 K for all samples except pyrazine, where the temperature was set to 340

K, since its experimental melting point is ∼ 320K.90 In Table 3, the bulk density ρ and

the vaporization enthalpy ∆Hvap of the resulting liquid phases are reported and com-

pared to their experimental counterparts. The statistical uncertainty of the theoretical

measures is around 5 kg/m3 and 0.3 kJ/mol, respectively for the density and enthalpy.

In general, a very good agreement with experiment is apparent, with the exception of

22



ρ (kg/m3) ∆Hvap (kJ/mol)
Compound exp QMD-FF ∆(%) exp QMD-FF ∆ (%)
pyridine 97991 1012 3.4 41.092 39.1 4.4
pyridazine 110393 1152 4.4 53.594 53.2 0.6
pyrimidine 101695 1088 7.1 49.893 - 50.092 40.1 19.4
pyrazine(a) 103193 1059 2.7 40.592 38.8 4.7
pyrrole 96595 1093 13.2 45.193,95 40.6 10.9
furan 93193 920 1.2 27.193 26.2 3.3

thiophene 105993 1071 1.1 34.793 34.0 2.0
oxazole 105093 1068 1.7 31.191 - 32.596 31.3 0.6
isoxazole 107893 1090 1.1 36.596 - 37.297 35.6 3.8

(a) All data for pyrazine refer to T = 340 K

Table 3: Comparison between experimental and QMD-FF computed thermodynamic properties for the
investigated samples: bulk density (ρ) and vaporization enthalpy (∆Hvap). Unless otherwise stated all
data refer to 298 K.

pyrrole and pyrimidine, which show more marked deviations. In fact, the accuracy of the

results reported in Table 3, is comparable or, as for the vaporization enthalpy of pyrazine,

isoxazole and oxazole, better than most of the empirical FFs. The mean unsigned error,

averaged over all investigated heterocycles, amounts to ∼ 4% and ∼5%, for density and

enthalpy, respectively, and drops to ∼ 4% and ∼3% if pyrimidine and pyrrole are not

included. Considering that the aforementioned properties are often the reference quan-

tities for empirical FF tuning, the current results are encouraging. However the poor

results of pyrrole and pyrimidine deserve some further investigations which are currently

in progress in our laboratory. One possible explanation for pyrrole arise from the possibil-

ity that the mp2mod basis set may be inadequate to represent with sufficient accuracy the

hydrogen bond. This hypothesis is perhaps supported by the results of Ref [56] where the

mp2mod energies are in general less attractive than the CCSD(T)/CBS ones, even in the

short range region. This could be consistent the underestimated density and vaporization

enthalpy obtained in the present work.

As suggested by Caleman and co-workers,4 supplementary thermodynamic properties

should be used for a more sound validation of a FF, as for instance the specific heat

at constant pressure (cP ), the volumetric expansion coefficient (αP ) and the isothermal

compressibility (κT ). All these quantities have been computed according to the details
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cp (J K−1 mol−1) αP (103 K−1) κT (GPa−1)
Compound exp QMD-FF exp QMD-FF exp QMD-FF
pyridine 13598 127 1.1091 1.19 0.7295 0.74
pyridazine n.a. 126 n.a. 0.88 n.a. 0.44
pyrimidine n.a. 120 0.8995 1.17 n.a. 0.66
pyrazine(a) 12992 135 n.a. 1.14 n.a. 1.14
pyrrole 12891 128 0.8791 1.18 0.6595 1.04
furan 11499 99 0.7995 - 1.4991 1.72 1.4993 1.64

thiophene 122100 113 1.1191 1.22 n.a. 0.89
oxazole 9696 - 11291 92 1.095 1.50 n.a. 0.92
isoxazole 9396 - 10897 100 n.a. 1.50 n.a. 0.76

(a) All data for pyrazine refer to T = 340 K

i

Table 4: Comparison between experimental and QMD-FF computed thermodynamic properties for the
investigated systems: specific heat at constant pressure (cP ), volumetric expansion coefficient (αP ) and
isothermal compressibility (κT ). Unless otherwise stated all data refer to 298 K.

given in the previous section, and reported in Table 4, where they are compared to the

available experimental measures. Regarding the specific heat, where many experimental

data are available, an overall good agreement appears, in particular for the five membered

rings. The computed volumetric expansion coefficients are also in line with the experi-

mental data, although a slight systematic overestimation (∼ 0.3·10−3 K−1) is found for all

molecules. Finally, despite the scarce availability of experimental isothermal compress-

ibilities prevents any statistical interpretation, a good agreement is again registered for

pyridine and furan, while a more significant overestimation (0.4 GPa−1) was found for

pyrrole.

A more systematic evaluation of the QMD-FF performances in predicting the ther-

modynamic properties of the condensed bulk phases can be gained by looking at Figure

5, where the correlation plots between the experimental and computed density, vaporiza-

tion enthalpy and specific heat are displayed. By looking at the linear fits of each set

of data, it appears as the ∆Hvap and cP slopes are close to unity, being the correlation

coefficients 0.93 and 0.92, respectively. A somewhat worse performance is registered for

the bulk density ρ, where the computed correlation coefficient is 0.77. Yet, if pyrrole is

excluded from the sample, a better fit is obtained, and the correlation coefficient increases

to 0.93. A similar evaluation of some popular empirical FFs can be done resorting to the
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http://virtualchemistry.org website. For instance, if the sample is limited to the selection

of heterocyclic molecules considered therein, the correlation coefficients for ρ/∆Hvap (no

data was available for cP ) are 0.98/0.90, 0.97/0.85 and 0.98/0.96 for OPLS,3 GAFF72 and

CgenFF,73 respectively. In summary, the thermodynamic picture yielded by QMD-FF is

reliable, and the results are on average in good agreement with the experimental data. It

is worth recalling that although QMD-FFs were obtained without resorting to any exper-

imental information, they yield performances comparable to empirical FFs, where instead

the experimental values of ρ and ∆Hvap were employed in the tuning procedure.

4.2.2 Liquid phase structure

Beside reproducing the macroscopic thermodynamic behavior of the liquid phase, it is

of fundamental importance that QMD-FFs are able to account also for the microscopic
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structure. In Figure 6, for instance, the pair correlation function g(r) between pyridine’s

centers of mass, is displayed together with its experimental counterpart, derived from

recent neutron scattering experiments.101 An almost quantitative agreement appears be-
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Figure 6: Comparison between pyridine’s experimental101 (turquoise) and QMD-FF computed (black)

pair correlation functions g(r).

tween the two curves, both in the peak positions and in their shapes: the first neighbor

peak is located by both signals near 5.6 Å, while a second shell appears at ∼ 9.8 Å. Fur-

thermore, the computed results suggests the existence of a long range structure, which

extends up to more than 15 Å.

The atomistic detail granted by MD simulations, allows for a deeper insight into

the patterns of the microscopic intermolecular structure. In particular, the atom-atom

pair correlation functions can help to elucidate the relative orientation of two neigh-

boring molecules. In this framework, pyridine is a challenging benchmark, and several

authors66–69 suggested than the inclusion of additional interaction sites (e.g. supplemen-

tary point charges to mimic Nitrogen lone pair) is mandatory to account for the correct

structure. Yet, it should be noted that the intermolecular energy registered in MD sim-
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ulation of pyridine is, according to most FFs, made of ∼ 80% LJ contribution. In such

cases, as recently noted by Khan and co-workers,37 the modification of the LJ parameters

can be more effective than tuning the point charges in improving the the FF quality.

It is thus interesting to ascertain if the same accuracy found for the pyridine’s models

with additional charges, can be obtained by a simple re-parameterization of the standard

atomistic description, given by the present QMD-FF. To this end, the Nitrogen-Nitrogen

and Nitrogen-Hydrogen atomic pair correlation functions are displayed in Figure 7 and C1

in the Supporting Information, respectively, for both the present QMD-FF and two of the

most recently proposed models that make use of virtual sites.68,69 In all cases, an almost

2 4 6 8 10 12 14
r (Å)

0

0.5

1

1.5

g 
(r

)

QMD-FF

I

II

Figure 7: Atomic pair correlation functions gNN (r) between pyridine’s nitrogen atoms, computed

through the present QMD-FF (black line), or obtained through models which include virtual sites, as

the pyridine model (I reported by Macchiagodena et al.69 (cyan dashed line) or the recently proposed

OPLS3 ((II, red dotted line).68,69

quantitative agreement among the three models is found, for both the peaks position and

their width. In particular, as displayed in Figure 7, the characteristic66,68,69 double peak
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in gNN(r) at ∼ 4.9 Å and ∼ 5.9 Å, in the first neighbor shell region, clearly appears

in all considered models. The main differences among them are found in the relative

intensity of the gNN(r) double peak (Figure 7) and, to a lesser extent, in the first peak of

the gNH(r) functions, displayed in the Supporting Information (Figure C1). According to

both Ref. [66] and [69], the gNN(r) double peak is due to two classes of neighboring dimer

arrangements, differing by an antiparallel (at 4.9 Å) and a parallel (at 5.9 Å) alignment of

the molecular dipoles. In both conformations, the most important source of interaction is

found to stem essentially from CH · · ·N hydrogen bond interaction, complemented with

CH · · · π and stacking forces, where the molecular dipoles are antiparallel (at 4.9 Å) or

parallel (at 5.9 Å). On the same foot, the importance of the CH · · ·N network is also

suggested by the gNH(r) functions, which all show (see Figure C1) a rather wide peak

at significantly ( <3 Å) shorter distances with respect to gNN(r). The present results

completely agree with this picture, and the scarce importance, at least in the first neigh-

bor shell, of the stacking arrangements is further confirmed by the comparison of the

first peak position (∼ 5.6Å) in the center of mass g(r) displayed in Figure 6 and the one

found for gNN(r) (4.9 Å), which should be equal in a stacked geometry. From a modeling

point of view, it is worth noticing that this description can be achieved without resorting

to additional interaction sites, which have the computational drawback of increasing the

computational cost of the MD runs.66

Despite a detailed analysis of the structural patterns of all the considered species is

beyond the aims of the present work, the results achieved for furan and thiophene might be

worth an additional comment, as a further proof of the QMD-FF accuracy in reproducing

the liquid microscopic structure. To this end in Figure 8 the center of mass and atom-

atom pair correlation functions are displayed for furan and thiophene. As far as the g(r)

function is concerned, the two curves shown in the top panel have an almost identical

shape, but the thiophene function is shifted to higher r values. A slightly larger shift (∼
0.6 Å) is also found for the atom-atom functions (bottom panel): noticeably, this value is

in very good agreement with the experimental shift of 0.5 Å, found with energy dispersive

X-ray diffraction spectra.102 In that work, Gontrani and co-workers102 also commented

on a small shoulder around 4 Å, evident for thiophene but absent in furan, which again
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is accounted for by the present QMD-FF.

A final validation on the ability of QMD-FFs to accurately represent the liquid struc-

ture of the resulting condensed phases can be achieved by computing the static dielectric

constant ǫ0. As noted by Caleman and coworkers,4 ǫ0 is one of the most difficult properties

to reproduce. As possible causes, the authors suggest4 two factors: the simulation time

being too short (1-5 ns) and the lack of explicit polarization in the tested empirical FFs.

As far as the former issue is concerned, following the suggestions of Ref. [ 4], here the

simulation time was here extended to values about one order of magnitude larger that the

auto-correlation time

τM =
∫ ∞

0
Φ(t) ; Φ(t) =

〈

M̄(t)M̄(0)

M̄(0)2

〉

which lead to 25 ns runs for pyridine, pyrazine, oxazole and isoxazole and 50 ns runs for
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the rest of the investigated samples. Turning to the second, as for the empirical FFs tested

by Caleman and co-workers,4 polarization is not explicitly accounted for in our QMD-FF,

hence ǫ0 can be computed through equation (17). However, exploiting the link between the

QMD-FF and the parent DFT description, ǫ∞ can be estimated through relation (19) by

computing both the molar volume and the polarizability at QM level, and equation (18)

employed to a more accurate estimate of ǫ0. All the computed values are reported in

Compound exp103 QMD-FF OPLS4 GAFF4

pyridine 12.98 7.6 ( 5.9) 6.7 6.6
pyridazine - 38.5 (37.2) - -
pyrimidine - 8.8 ( 7.7) 8.8 8.6
pyrazine(a) 2.80 2.2 ( 1.1) - -
pyrrole 7.72 5.4 ( 4.0) 4.0 4.2
furan 2.95 3.0 ( 1.4) 1.5 1.5

thiophene 2.72 2.7 ( 1.4) 2.6 -
oxazole - 5.4 ( 4.4) - -
isoxazole - 15.8 (14.9) - -

(a) All data for pyrazine refer to T = 340 K

Table 5: Comparison between experimental, QMD-FF and literature4 dielectric constant ǫ0. QMD-FF
were computed according equations (17) and (18) and the former value is reported in parenthesis. Unless
otherwise stated all data refer to 298 K.

Table 5 and compared to both experimental measures and to values reported in literature

for popular empirical FFs.4 Despite the extended length of the MD runs, in line with the

results reported for empirical FFs, the dielectric constant confirms to be a property difficult

to reach, in particular when polarizability or additional virtual sites69 are not explicitely

included in the FF. In fact, although the use of equation (18) allows to achieve values

closer to the experiment with respect to standard force-fields, the error is still larger than

the one registered for most other properties.

4.2.3 Molecular structure and dynamics

All the above discussed validation tests concerned with thermodynamic and structural

properties of the condensed liquid phase, which are known to be mostly influenced by the

intermolecular term of the FF. Yet, the present QMD-FF protocol should also be able to

deliver a reliable description of the single molecule structure and its flexibility. This is
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a key feature whenever classical MD simulations are employed as a statistical sampling

tool for successive QM calculations, as for instance in the so-called MD/QM sequential

approaches (see for instance Ref. [49,50,52]). Since in these methods the geometries sampled

from MD trajectories are directly used in QM calculations without any further refinement,

it is mandatory to adopt a FF capable to yield an accurate representation not only of

the equilibrium molecular structure, but also of the geometrical distortions that may take

place during the MD run because of thermal fluctuations and intermolecular interactions.

The quality of the intramolecular description is here checked by comparing, with the

available experimental data, two additional observables, namely the molecular dipole mo-

ment and the vibrational frequencies. First, considering that the QMD-FF equilibrium

internal coordinates, q0, are taken directly from the QM optimized geometry, the com-

parison of the QMD-FF equilibrium dipole moment

µ0
QMD−FF = |

Natoms
∑

α=1

qαr
0
α| (23)

with its experimental gas-phase counterpart, µgas
exp, can give information on the reliability

of the point charge distribution. Next, the geometrical distortions sampled through the

MD runs can be evaluated by comparing the average MD dipole M̄ and its fluctuations

to µ0
QMD−FF . Finally, further information on the accuracy of the distorted geometries

can be retrieved from the comparison with the available experimental measures of the

vibrational frequencies, computed along the MD trajectories.

The molecular dipole moment at the equilibrium geometry, µ0
QMD−FF , and its mean

value in the liquid phase, |M̄|, were computed for each investigated compound and re-

ported in in Table 6, together with the gas phase experiment. A nice agreement appears

in general for µ0
QMD−FF , being the average error ∼ 0.05 D, with the maximum error

found for thiophene (0.26 D). By considering that the QMD-FF point charges determin-

ing µ0
QMD−FF were obtained by Picky with a global fitting through the simultaneous

optimization of both LJ parameters and point charges, this agreement goes beyond the

most optimistic forecasts. The mean value |M̄| is correctly near µ0
QMD−FF in all cases, and

its deviation never exceeds 0.2 D, thus suggesting that no unphysical distortion took place

during simulation and that the MD trajectories can be safely used in the computation of

vibrational frequencies.
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Compound µ0
QMD−FF (D) |M̄| (D) µgas

exp (D)
Ref. [104] Ref. [93]

Pyridine 2.20 2.20 ± 0.12 2.15 2.22
Pyridazine 4.23 4.09 ± 0.08 4.10 4.22
Pyrimidine 2.33 2.35 ± 0.11 2.42 2.33
Pyrazine 0.00 0.27 ± 0.18 0.00 0.00
Pyrrole 1.96 2.01 ± 0.11 1.74 1.77
Furan 0.60 0.64 ± 0.10 0.72 0.66

Thiophene 0.78 0.71 ± 0.12 0.52 0.55
Oxazole 1.70 1.71 ± 0.09 1.50 1.50
Isoxazole 2.80 2.82 ± 0.08 2.90 2.95

Table 6: Dipole moment at the QMD-FF equilibrium monomer geometry (µ0
QMD−FF ), average dipole

M̄, see equation (14), from MD simulations, and experimental dipole in gas phase (µgas
exp).

Before discussing the QMD-FF performances in reproducing molecular vibrations, few

issues should be briefly commented. First, despite the quantum correction (22), the IR

spectrum was computed according to classical physics, hence a quantitative agreement

on the peak intensities should not be expected. Therefore the following discussion will be

focused on the peaks position, rather than on their intensity. A second issue is connected

with the possible inaccuracies arising from the DFT description. As the intramolecular

term of each QMD-FF here presented is built by minimizing the differences with a DFT

Hessian matrix, the error of the QM calculation is unavoidably transferred to the resulting

FF. This drawback can be partially circumvented by scaling the QMD-FF computed

frequencies by a proper factor, e.g. 0.952, as suggested in the Minnesota Database of

Frequency Scale Factors for Electronic Model Chemistries.105,106

The vibrational frequencies of the three diazines here investigated, were computed

according to two different methods, i.e. directly exploiting the QMD-FF Hessian resulting

from the intramolecular parameterization, and by means of equation (21), applied to the

MD trajectories. The results are displayed in Figure 9 and correlated to the experimental

data107 obtained for the almost isolated molecule in an Argon matrix or in condensed bulk

phase (either liquid, low temperature crystal or vapor). Despite most of the experimental

frequencies have been found in the computed spectra, the agreement between the two sets

is again found to depend on the type of normal mode considered. As suggested by the
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Figure 9: Correlation plots between computed and experimental107 vibrational frequencies for the in-

vestigated diazines. The whole IR spectra computed form MD simulations are reported in the Supporting

Information, Figures D1-D3.

comparison shown in Figure 3, the frequencies corresponding to the more localized modes

agree better with their experimental counterparts. In fact, as appears by looking at Table

7, with the exception of the two CN stretching modes in pyrazine (∼ 1180 and ∼ 1150

cm−1) ( where only a single peak (at ∼ 1220 cm−1) is found both in vacuo or in the bulk

phase), all the other stretching frequencies considered match fairly well the experimental

peaks. Moreover, QMD-FFs appear to be able to account for the trends within the

homologue series, as for instance, the experimental red shift of the CN stretching in going

from pyridazine to pyrazine. Finally, the strong resemblance between the experimental

stretching frequencies found for the isolated molecule and in condensed phase indicates

that the bulk environment has only a minor influence on the position of the vibrational
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Pyridazine
stretching mode νQMD−FF (cm−1) νexp (cm−1)

in vacuo liquid Ar matrix liquid

NN 968 973 967 973
CC ′ 1468 1457 1441 1445

1087 1087 1046 1062
CN 1550 1551 1563 1563
C ′C ′ 1557 1580 1573 1570

Pyrimidine
stretching mode νQMD−FF (cm−1) νexp (cm−1)

in vacuo liquid Ar matrix crystal

CN 1404 1402 1401 1403
1221 1224 1223 1236

C ′N 1593 1580 1567 1566
1090 1110 1157 1161

CC 1560 1559 1570 1576
1060 1067 1071 1064

Pyrazine
stretching mode νQMD−FF (cm−1) νexp (cm−1)

in vacuo liquid Ar matrix crystal

CC 1073 1077 1065 1074
CN 1224 1226 1177 1179

- - 1150 1153

Table 7: Comparison between selected experimental107 and QMD-FF computed stretching frequencies
for the investigated diazines. The whole IR spectra computed form MD simulations are reported in the
Supporting Information, Figures D1-D3.

peaks: this feature is reasonably reproduced by the QMD-FF, suggesting that the intra-

and inter-molecular terms are well balanced in the current FFs.

A final test was performed by comparing the CH stretching frequencies of two sim-

ilar five-membered heterocycles, namely furan and thiophene. The capability of the in-

tramolecular QMD-FF term to discern small details as the shift in the CH stretching

frequencies was already commented (see Figure 3). A further validation appears by look-

ing at Table 8, where the experimental CH stretching frequencies, detected in liquid

phase, are compared with those extracted from the IR spectrum (see Figure D4 in the

Supporting Information) computed from the MD trajectories according to equation (21).

34



In fact it is evident that the QMD-FFs are not only able to deliver frequencies close to the

νQMD−FF
MD (cm−1) νexp

liq (cm−1)108

Furan Thiophene Furan Thiophene
3154 3104 3159 3116
3140 3097 3136 -
3118 3075 3129 3083
3111 3068 3120 3075

Table 8: Comparison between selected experimental108 and QMD-FF computed CH stretching frequen-
cies for furan and thiophene. The whole IR spectrum, computed from MD simulations, is displayed in
the Supporting Information, Figure D4.

experimental values, but also can distinguish the CH vibrations of the two heterocycles,

quantitatively (< δνCH >QMD−FF ≃ 45 cm−1) reproducing the average experimental red

shift (< δνCH >exp ≃ 45 cm−1) in going from furan to thiophene.

5 Conclusions

This work was aimed to validate the Joyce/Picky approach in producing QMD-FFs

for aromatic molecules bearing heteroatoms, focusing in particular on the possibility of

integrating the recently proposed mp2mod procedure into an automated protocol. With

these goals, system specific QMD-FFs were parameterized for a representative set of

nine heterocyclic aromatic species, and used in the MD simulation of the corresponding

liquid phases. The validation of the whole procedure was achieved by comparing ther-

modynamic, structural and dynamic properties to the available experimental data of the

condensed phases.

A general good agreement with the experiment was found, and, the specificity of the

QMD-FFs allowed for distinguishing the different properties of the investigated species,

even among similar molecules. In many cases, it was found that QMD-FFs delivered more

accurate predictions than common transferable FFS, especially for those compounds not

included in the training set considered for their parameterization. An emblematic case

concerns with the vaporization enthalpy of pyrazine, oxazole or isoxazole, whose error was

lowered from∼20% to∼5%, in going from standard FFs to the present QMD-FFs. Besides

the results achieved in the thermodynamic and structural description of the investigated
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liquid phases, another point of strength of the here proposed parameterization route

stands in the capability of the resulting QMD-FFS to yield, through MD simulations,

reliable collections of accurate molecular structures, as confirmed in the discussion of the

vibrational frequencies.

Given the importance of heterocycles in biomolecular processes and drug design, the

possibility of parameterizing accurate FFs without resorting to any experimental data is

appealing, in particular if novel species have to be investigated. In this context the present

results are rather promising, and we plan to extend the whole procedure to larger and

more complex molecules. Yet, some deviations from the average good performances call

for further investigations. For instance, the results recorded for pyrrole can be traced back

to some inaccuracies of the mp2mod energies. Instead, the ∼ 5% average error on bulk

density, also found in DFT-D derived QMD-FF for other classes of compounds, seems a

systematic trend connected with the parameterization procedure, rather than with the

parent QM method.8,33 For these reasons work is in progress in our laboratory in order

to further improve QMD-FF flexibility and their adherence with the QM-IPES. Finally,

one further hypothesis to be explored concerns with the lack of three-body interactions,

whose effect on bulk density was recently estimated by McDaniel and Schmidt109 to be

on average about 5%, on a wide set of benchmark molecules.

The second goal of this paper concerned with the integration of the mp2mod method

in the automated Picky procedure. The present QMD-FF parameterization exploits two

main qualities of mp2mod: its adherence with the CCSD(T) intermolecular energies and

its low computational cost, which allows considering large portion of IPES at a reasonable

CPU time. The quality achieved for MD results seems to testify in favor of the reliability

of mp2mod results in describing large portions of the heterocycles IPESs. At the same

time, the convenience of mp2mod, which is determined by the low cost of perturbative

methods and by the small basis set employed, is crucial in the present context, where the

energy of about 500 dimer arrangements enter the Picky parameterization protocol.

From a more general point of view, the present investigation should be considered a

further step of a long-lasting project aimed at developing a sound and accurate QMD-

FF parameterization procedures for classical computer simulations of advanced materials
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and complex systems. In fact, the Joyce and Picky protocols have been recently

tested and validated in combination with different methods (DFT8,33 or wave function

based techniques, as in this work), different simulation procedures (MC8 or MD33 ), and

different species (aromatic, halogenated hydrocarbons, etc.). If on the one hand the

Joyce protocol is straightforwardly extendible to almost any type of molecule, on the

other hand, in its present formulation, the Picky procedure is only applicable to homo-

dimers, hence to the simulation of pure condensed phases and crystals. The next steps,

currently in progress in our group, will consist in the extension of the intermolecular

parameterization to large molecules first, and hetero-dimers in the next future. When

tested and validated, such approaches will allow to extend the QMD-FF application range

to mixtures, solutions, and, eventually, inhomogeneous systems.

Supporting Information

Additional data and several details about the reported calculations not included in

this paper are available: specific atom-type labeling, parameterization details, complete

list of intra- and inter-molecular QMD-FF parameters, pyridine’s N · · ·H pair correlation

functions and computed IR spectra. Specific input and output files of the several codes

employed throughout the present work are available from the authors upon request.
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