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Abstract

Noncovalent interactions between homo-dimers of several aromatic heterocycles
(pyrrole, furan, thiophene, pyridine, pyridazine, pyrimidine and pyrazine) are inves-
tigated at ab initio level, employing the Möller-Plesset second order perturbation
theory, coupled with small Gaussian basis sets (6-31G* and 6-31G**) with specifi-
cally tuned polarization exponents. The latter are modified using a systematic and
automated procedure, the mp2mod approach, based on a comparison with high
level CCSD(T) calculations extrapolated to complete basis set. The mp2mod re-
sults achieved with the modified 6-31G** basis set show an excellent agreement with
CCSD(T)/CBS reference energies, with a standard deviation less than 0.3 kcal/mol.
Exploiting its low computational cost, the mp2mod approach is then used to ex-
plore sections of the intermolecular energy of the considered homo-dimers, with the
aim of rationalizing the results. It is found that the direct electrostatic interaction
between the monomers electron clouds is at the origin of some observed features,
and in many cases multipoles higher than dipole play a relevant role, although of-
ten the interplay with other contributions to the noncovalent forces (as for instance
induction, π-π or XH-π interactions) makes rather difficult a simple rationalization.
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1 Introduction

Noncovalent interactions between molecular species bearing aromatic moieties play a key

role in many fields of chemistry, materials science and biochemistry,1 and are thought to

be crucial to different cutting-edge applications, as molecular recognition,2 base stacking

in DNA,3 advanced organic photovoltaic,4,5 novel drugs design,6,7 just to cite a few exam-

ples. Yet, from a more fundamental point of view, a widely applicable rationale on their

origin and peculiar features is still argument of debate.1,8–17 In particular, the role of the

contribution of the the π system to the total interaction energy, through the so called1,2, 16

π-stacking, π-ion or XH-π interactions, is far from being completely understood. The well

known Hunter-Sanders electrostatic model18 has succeeded in predicting the relative sta-

bility and the effects of electron withdrawing/donating substituents in many aromatic

pairs in the face-to-face (FF), T-shaped (TS) and parallel displaced (PD) arrangements.

In a subsequent paper,19 however, Hunter and coworkers noticed that, beside electrostatic

effects discussed in the original paper, the direct interaction with substituents linked to a

ring also give a relevant contribution. On the same foot, several failures of the predictions

based on the Hunter-Sanders model can be corrected resorting to the work of Wheeler and

coworkers,13,16 who suggest that substituent effects in aromatic moieties can be explained

in term of direct interaction of the functional group with the aromatic ring, rather than

mediated by the aromatic π systems. Notwithstanding some differences, both Hunter and

Sanders and Wheeler’s models agree in indicating the delicate interplay among electro-

statics, dispersion, exchange/repulsion and direct interactions as responsible for most of

the peculiar features of aromatic interactions, including their dependence on the relative

spatial disposition of the interacting molecules and/or on the chemical nature of their

substituents.

Despite most of these important conclusions have been deduced essentially from accu-

rate calculations, carried out on a small number of selected dimer geometries,9,10,13,14,16,17,20–22

it is evident that extensive explorations of the interaction energy surface (IPES) could

provide new insights on aromatic non-covalent interactions. Unfortunately, a reliable

IPES representation still remains a challenge, even for small aromatic dimers. In fact,

on the one hand the complex dependence of the aromatic interactions upon orientation
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requires sampling a rather large number of geometries, on the other hand the aforemen-

tioned interplay between the different contributions to the total interaction energy calls

for an accurate and well balanced calculation method. Due to the important role expected

from the dispersion contribution, a reliable energy estimate can be obtained only resort-

ing to postHF methods,23–25 in a wavefunction (WF) based framework, or accounting for

dispersion through some correction schemes,26–28 if density functional theory (DFT) is

exploited. Although DFT methods are in general computationally more convenient, it

has been shown16,24,29–40 that the choice of the functional, the basis set and the correction

scheme for dispersion have a remarkable impact on the accuracy of the final estimates.

This would require a careful benchmark of several dispersion corrected (DFT-D) function-

als against some high-level data, possibly considering a representative sample of dimer

arrangements.39 In this work we chose to follow a different strategy, based on WF based

approach, with the aim of obtaining accurate results at a reasonable computational cost,

at least comparable with that required by standard DFT methods.

Within a WF framework, one of the most reliable methods is the Coupled Cluster

with Single, Double and perturbatively included connected Triple excitations, CCSD(T).

Its accuracy can be further increased by extrapolating the results to the Complete Ba-

sis Set limit (CBS) according to slightly different schemes, separately proposed by the

groups of Tsuzuki,21 Hobza8 and Sherrill.22 For noncovalent interactions, CCSD(T)/CBS

is nowadays considered the gold standard of quantum chemistry.24 Yet, its computational

demand limits the number of calculations to few geometries and does not allow for the ex-

ploration of large portions of the IPES, even for systems with less than 100 electrons as for

those here considered. The second order Möller-Plesset perturbation theory (MP2) is com-

putationally more convenient, but it is well-known22,23,31,36 that severely overestimates

the aromatic interaction energies, in particular when large basis sets are used. In order

to circumvent this problem, much attention has been recently devoted23,37,41–43 to the

search for more effective basis sets, capable to deliver accurate results without renouncing

to MP2 computational convenience. Within this framework, resorting to the pioneering

work of Kroon-Batenburg and Van Duijneveldt,44 Hobza and coworkers8,20,45,46 noticed

that the interaction energies of the benzene dimer were generally overestimated by MP2,
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but a significant improvement with respect to reference CCSD(T)/CBS data21,22,24,25

could be obtained by using suitably modified small basis sets. The modified set for ben-

zene was labeled 6-31G*(0.25), because the modification consisted in decreasing to 0.25

the value of the exponent of the polarization d function of the Carbon atoms in the

6-31G* basis set. Following this idea, the procedure was extended to other basis sets

(as 6-31G** or cc-pvDz) and polarization exponents other than those on Carbon were

modified, obtaining rather accurate results for a relatively wide range of compounds, as

for instance DNA bases,45,47–52 liquid crystal forming molecules,53–56 Nitrogen containing

hetero-cycles37,50,57 and, most recently, the quinhydrone dimer and eumelanin building

blocks,42,43 where the name mp2mod was first proposed.

In this work the mp2mod approach will be adopted in the calculation of the interaction

energy landscapes as well as in the identification of some relevant local minima of aromatic

homo-dimers. The first aim is to set up and validate an automated procedure to tune

the mp2mod method. To this end, specific exponents of the polarization functions in

small basis sets (6-31G* and 6-31G**) are optimized against reference CCSD(T)/CBS

calculations, purposely carried out for the selected targets. Once the best-fit modified

basis sets are obtained and carefully validated, the mp2mod computational convenience

can be exploited to compute and analyze the molecular IPESs for each investigated species.

Indeed, the second goal of this work is to investigate and possibly rationalize the changes

in the interaction patterns triggered by different heteroatoms (N, O and S), and how these

could drive the most favorable disposition and orientation of two interacting rings.

Although many computational studies have been reported for the smallest prototype

of aromatic interactions (i.e. the benzene dimer)20–22,58–61 and an increasing number

of reports has been recently dedicated to the effect of substituents on the aromatic

ring,1,8–10,12–17 surprisingly much less attention has been dedicated to the effect of the sub-

stitution within the aromatic skeleton. To the best of our knowledge only few heterocyclic

molecules have been studied such as for instance pyrrole,40,62–64 furan,65 thiophene,66–68

pyridine,14,16,30,69–73 pyrazine71,74,75 and pyrimidine.76 Nonetheless, a systematic compar-

ison of large portions of dimer IPESs, carried out at the same level of accuracy among

a selected sample of different homo-dimers, seems to be missing. Only very recently,38 a
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Figure 1: Target molecules. I) benzene; II) pyrrole; III) furan; IV) thiophene; V) pyridine; VI)

pyridazine; VII) pyrimidine; VIII) pyrazine. Standard atom colors (white for H, cyan for C, blue for

N, red for O and yellow for S) have been used in all figures throughout the text.

systematic study involving heteroaromatic landscapes has been reported, where a number

of hetero-dimers, made up by stacking the benzene molecule with a five- or six-membered

heteroaromatic ring, was investigated at CCSD(T)/CBS and at DFT-D level. Despite

the wealth of information retrieved, two important features still call for further investiga-

tion. First, the previous studies were often limited to stacked structures, and the possible

competition with other arrangements (such as T-shaped ones) has been seldom consid-

ered. Furthermore, the systematic discussion proposed in Ref.,38 should be extended to

homo-dimers, that is to pairs of aromatic rings, each bearing at least one heteroatom. To

fill this lack, in this work the stacked and T-shaped conformational landscapes of eight

aromatic homo-dimers (namely, benzene, pyrrole, furan, thiophene, pyridine, pyridazine,

pyrimidine and pyrazine), displayed in Figure 1, are explored and compared.

2 Methods

Unless otherwise stated, all the calculations were performed with the Gaussian09 suite

of programs.77 The equilibrium geometry of each isolated monomer was obtained by

geometry optimization at DFT level, using the B3LYP functional with the Dunning’s
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correlation consistent cc-pVTZ basis set.

The reference dimer interaction energies, employed for both the tuning of themp2mod ex-

ponents and the validation of the mp2mod local minima, were computed at CCSD(T)/CBS

level. In most of its current implementations,25 the CCSD(T)/CBS scheme exploits the

empirical observation that the difference (∆CCSD(T )−MP2) between CCSD(T) and MP2

interaction energies (∆E), evaluated for medium to large basis sets (X), is almost con-

stant:

∆CCSD(T )−MP2 = ∆E
CCSD(T )
X −∆MP2

X (1)

The CCSD(T) interaction energy at the complete basis set (CBS) limit (∆E
CCSD(T )
CBS ) was

then retrieved as

∆E
CCSD(T )
CBS = ∆EMP2

CBS +∆CCSD(T )−MP2 (2)

where the MP2 interaction energy at CBS (∆EMP2
CBS ) was estimated through an extrapola-

tion scheme. In this work, the Halkier extrapolation scheme78 was employed to estimate

∆EMP2
CBS , making use of the augmented aug-cc-pvDz and aug-cc-pvTz basis sets, whereas

the ∆CCSD(T )−MP2 difference was estimated at aug-cc-pvDz level. In all CCSD(T) and

MP2 calculations the standard Counterpoise (CP) correction79 was applied to take care

of the basis set superposition error (BSSE). The modified basis sets employed in the

mp2mod calculations of the conformational landscapes were tuned specifically for each

target dimer through the following procedure:

1. Based on Hunter-Sanders predictions and/or on the available literature results, four

representative dimer arrangements (e.g. FF, TS, PD, etc.) are identified.

2. Interaction energy curves are preliminary computed, at mp2mod/6-31G*(0.25) level,

by displacing the monomers from the formerly identified arrangements along a cho-

sen coordinate (see the insets of Figures 2, 3 or 4). During the scan, the internal

geometry of each monomer is kept fixed.

3. Three different dimer geometries are selected along each resulting curve: one in

the short-range, the second around the energy minimum, and the last in the long-
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range. For each of the twelve sampled configurations, the dimer interaction energy

is computed at CCSD(T)/CBS level and included in the reference database.

4. The optimization of the exponent of the polarization functions for mp2mod is car-

ried out with the Exopt code42,43,55,80 using the aforementioned CCSD(T)/CBS

database.

Two different mp2mod basis sets were tuned for each target molecule. In the first case

the exponents of the d functions on (N, O, S) in the 6-31G* basis set were optimized,

while keeping the analogous exponent for the Carbon fixed at 0.25. This modified basis

set was called 6-31G*(0.25, αX), X=N,O,S. In the larger 6-31G** basis set, which also

includes p polarization functions on hydrogen atoms, all three αC , αX and αH exponents

were modified, yielding the 6-31G**(αC , αX , αH) basis sets.

Finally, to evaluate the performances of the mp2mod strategy with respect to refer-

ence CCSD(T)/CBS interaction energies, two different indicators have been employed, as

recently suggested by Řezáč and Hobza:25 the root mean squared error,

RMSE =





1

Ngeom

Ngeom
∑

k=1

(

∆EMP2mod
k −∆ECCSD(T )k

)2





1

2

(3)

and the largest unsigned error (LUE).

3 Results

3.1 MP2mod tuning

Benzene

Despite it does not contain any heteroatom, the benzene dimer, the simplest prototype

of aromatic interaction, has been included in the present work for two reasons. First, it

might be employed as a useful reference to evaluate the effect of the heteroatom insertion

within the monomer rings. Next, the large number of available literature data concerning

benzene dimers can be exploited to evaluate the accuracy of CCSD(T)/CBS protocol here

employed for building reference data. In particular, one can resort to the CCSD(T)/CBS

curves, reported by Sherrill and coworkers,61,81 for four selected dimer arrangements,
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namely FF, TS and two PD geometries (see Figure 2 insets). With respect to the present

work, Sherrill’s group adopted61,81 a slightly different and more accurate procedure to

carry out CCSD(T)/CBS extrapolation. Indeed, as detailed in the original paper,61 larger

basis sets have been employed for both the MP2 extrapolation at CBS, ∆EMP2
CBS in equation

(2), and the ∆CCSD(T )−MP2 correction (1): the former was obtained through the Halkier

scheme applied to the aug-cc-pvTZ and aug-cc-pvQZ, while ∆EMP2
CBS was computed at

aug-cc-pvTZ level.
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Figure 2: Results of mp2mod calculations, carried out with the 6-31G*(0.25) and 6-31G**(0.32,0.20)

basis sets (orange and cyan curves, respectively), on the four representative benzene dimer arrangements

displayed in the insets. CCSD(T)/CBS reference data, either reported in literature61 (blue curves) or

computed in this work (green diamonds), are also shown for comparison. In PD1 and PD2 arrangements,

the separation between the planes containing the two rings (dashed lines in the insets) were set to 3.4

Å and 3.6 Å, respectively.

To evaluate the accuracy of the CBS extrapolation procedure adopted herein, the

interaction energy calculations for seven geometries selected along the curves, were per-
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formed at CCSD(T)/CBS with the protocol described in the Methods section and com-

pared to literature values reported by Sherrill and coworkers for the same conformers.61,81

By looking at Figure 2, it appears that the differences in the CCSD(T) extrapolation

schemes to CBS do not cause significant alterations in the expected values: indeed, the

RMSE and LUE values reported in Table 1, indicate that the two procedures differ by

few hundredths of kcal/mol. These results prompted us to confidently employ our CBS

extrapolation scheme for all compounds here considered.

Next, mp2modcurves were computed for a large number of inter-ring separations for

each of the considered arrangements. For benzene, the original 6-31G*(0.25) basis set

was first employed. The results are shown in Figure 2, whereas the computed interaction

energies for selected conformations are reported in detail in Table 1. It is apparent

∆ECCSD(T ) ∆EMP2mod

Type R (Å) Ref. [61] this work 6-31G*(0.25) 6-31G**(0.32,0.20)
FF 3.6 -1.25 -1.22 -1.20 -1.31

3.8 -1.68 -1.70 -1.70 -1.79
5.0 -0.55 -0.58 -0.50 -0.68

TS 4.6 -1.69 -1.67 -0.80 -1.37
5.0 -2.70 -2.75 -2.29 -2.65
6.0 -1.27 -1.27 -1.14 -1.18

PD -1.3 -2.30 -2.37 -2.34 -2.37
RMSE 0.04 0.00 0.38 0.14
LUE 0.05 0.00 0.87 0.30

Table 1: Results of CCSD(T)/CBS and mp2mod calculations performed on the representative benzene
dimer arrangements displayed in the insets of Figure 2 with the 6-31G*(0.25) and 6-31G**(0.32,0.20)
basis sets. CCSD(T)/CBS values were either reported in literature61 (third column) or computed in this
work (fourth column). All interaction energies, RMSE and LUE are reported in kcal/mol.

that mp2mod/6-31G*(0.25) calculations yields rather accurate predictions with respect

to reference values, in particular for stacked conformations. The agreement is somewhat

worse for TS arrangements, where the TS minimum is almost isoenergetic with the PD

one. Indeed, most of the contribution to the RMSE (0.38 kcal/mol) comes from two TS

arrangements, namely at short (0.87 kcal/mol) and intermediate (0.44 kcal/mol) distances.

At difference with the stacked configurations, where the main contribution resides in π-π

interactions, in the TS arrangements the CH-π interaction between the Hydrogen pointing
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toward the neighboring aromatic plane should play a predominant role. Therefore it is

interesting to verify if such inaccuracies could be reduced if polarization effects are also

considered on the Hydrogen atoms. In this case, of course, it is possible that the best

value for the exponent of the Carbon polarization d functions deviates from the 0.25 value

often employed in literature.

Following these considerations, the computed CCSD(T)/CBS data were employed in

the Exopt procedure, and the exponents of the d and p polarization functions on C

and H atoms of the 6-31G** basis sets were tuned. The best-fit exponents were αC

= 0.32 and αH = 0.20. Both a visual inspection of the mp2mod/6-31G**(0.32, 0.20)

curves displayed in Figure 2 and the RMSE and LUE reported in Table 1 indicate that

a sensibly better agreement with the reference data is achieved: the addition of tuned

p polarization functions leads to more accurate results in the TS arrangements, whereas

does not significantly disturb those obtained for stacked conformations.

Five-membered rings

Considering the promising results achieved for benzene, the mp2mod exponent param-

eterization was extended to the whole investigated sample, displayed in Figure 1. In order

to explore the possibility that such exponents could have a certain degree of transferability

to the same atom within different molecules, the small 6-31G* basis set was again first

employed, taking the polarization exponent of Carbon fixed to 0.25. Conversely, in the

larger 6-31G** basis set this constraint was released and all exponents were optimized.

The same procedure adopted for benzene was first applied to the dimers of five-

membered rings pyrrole, furan and thiophene. For each molecule, a set of four representa-

tive arrangements was either retrieved from the literature (for pyrrole43 and thiophene66)

or constructed exploiting the Hunter-Sanders rules (for furan, see Supporting Informa-

tion). Preliminary energy curves were thereafter obtained, for each dimer arrangement,

by displacing one monomer along a selected coordinate and computing the interaction

energy of at mp2mod/6-31G*(0.25) level, i.e. making use of a d exponent of 0.25 for all

heavy atoms. From the resulting energy profiles twelve geometries (three for each curve,

see Figure 3 and Figures A and B in the Supporting Information) were selected. Their

CCSD(T)/CBS interaction energies were computed and stored in a reference database
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to be used in the exponent tuning of both 6-31G* and 6-31G** basis sets, using the the

Exopt code.

As an example, the results of the tuning procedure carried out for the thiophene dimer

are displayed in Figure 3. Both CCSD(T)/CBS interaction energies reported in literature
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Figure 3: Results of Exopt exponent optimization on the representative thiophene dimer arrangements

chosen for the fit. CCSD(T)/CBS reference data, either found in literature66 (black triangles) or computed

in this work (green diamonds) are compared with the mp2mod ones, obtained with the 6-31G*(0.25, 0.21)

and 6-31G**(0.26, 0.23, 0.34) modified basis sets (orange and cyan curves, respectively).

by Tsuzuki and coworkers66 and those computed in this work are displayed, together

with the pertinent arrangements shown in the insets. Notwithstanding the different CBS

extrapolation schemes (see Refs. [66] and [21] for further details), it appears, as found for

the benzene dimer, that the agreement between the two sets of CCSD(T) data is very

good. The twelve reference interaction energies computed in this work were those used

for the Exopt tuning. The best exponents are αS=0.21 for the 6-31G* basis set and
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αC=0.26, αS=0.23, αH=0.34, for the 6-31G** basis sets. From a visual inspection of the

resulting mp2modcurves, a very good agreement with the reference data is apparent at all

geometries. Similar results were obtained for pyrrole and furan, whose details are given

in the Supporting Information (Figures A and B).

The results obtained on the benchmarked five-membered rings are summarized in

Table 2, where the mp2
mod RMSE with respect to reference CCSD(T)/CBS data is

reported for both the basis sets. It is evident that the current mp2mod calculations

Dimer Basis set Exponents Number of geometries RMSE LUE
αC αX αH

benzene 6-31G* 0.25 - - 7 0.38 0.87
6-31G** 0.32 - 0.20 0.14 0.30

pyrrole 6-31G* 0.25 0.37 - 12 0.76 2.13
6-31G** 0.26 0.37 0.60 0.42 0.85

furan 6-31G* 0.25 0.32 - 13 0.34 0.69
6-31G** 0.21 0.36 0.27 0.17 0.36

thiophene 6-31G* 0.25 0.21 - 14 0.47 1.08
6-31G** 0.26 0.23 0.34 0.31 0.77

Table 2: Summary of mp2mod basis set tuning with respect to CCSD(T)/CBS reference values for the
investigated five-membered aromatic heterocycles. The tuned exponents are explicitely reported for both
modified basis sets (6-31G* and 6-31G**), RMSE and LUE are reported in kcal/mol. In the first row,
benzene is also reported for comparison.

take advantage of the largest basis sets, which allow to halve the standard deviation

for all systems. The comparable accuracy obtained for all dimers indicates that the

improvement is almost system independent and the larger flexibility of the 6-31G** basis

set is capable to correctly describe the polarization effects arising from the presence of

the second molecule. Finally, the results achieved with both basis sets are in line with

those reported for the benzene molecule, except for the RMSE of the pyrrole dimer with

the smaller basis set.

Six-membered rings

The exponent tuning was extended to the four six-membered aromatic heterocycles

displayed in Figure 1, namely pyridine, pyrazine, pyrimidine and pyridazine. It might be

worth noticing that in the previous set the difference among the investigated compounds

consisted in the heteroatom embedded in the ring (N,S or O), whereas this set includes

13



molecules differing only by the number of Nitrogen atoms and by their relative position

within the backbone. Considering the more similar chemical features of the selected six-

membered rings, a more subtle and complex situation should be expected. Nonetheless,

the tuning procedure applied for the benzene and the five-membered ring molecules was

straightforwardly extended to the six-member heterocycles. By considering that in this

new sample very similar mp2
mod performances were registered, to not overwhelm the

reader with unnecessary information, only the outcomes observed for pyridazine will be

discussed in the following, whereas a detailed description of the whole results is again

given in the Supporting Information (Figures C, D and E).
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Figure 4: Results of Exopt optimization on the representative pyridazine dimer arrangements chosen

for the tuning. CCSD(T)/CBS reference data computed in this work (green diamonds) are compared with

the mp2mod ones, obtained with the two different basis sets. In the right bottom panel, the minimum

APD region is evidenced in the inset.

The reference sample includes five representative arrangements of the pyridazine dimer,
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namely FF, antiparallel FF (AFF), antiparallel displaced (APD), and two TS configura-

tions, with either the Hydrogen (Tdown) or the N-N bond (Tup) of one monomer is pointing

toward the ring center of the other one (see the insets in Figure 4). The CCSD(T)/CBS

energies were again computed in the three significant points (repulsive branch, minimum

and long-range) along each curve except the AFF one, since it seemed redundant with

the APD one. Based on the resulting CCSD(T) data, the two basis sets were tuned,

obtaining αN = 0.48 for the 6-31G* basis set and αC= 0.40, αN = 0.36 and αH = 0.19 for

the 6-31G** basis set. The considered interaction curves are reported in Figure 4 together

with the reference data. From a first visual inspection it is clear as most of the features

encountered in the previous cases still hold for pyridazine. The addition of Hydrogen

polarization functions allows for a more accurate representation of the CH-π interactions

taking place in the T-down conformer, and the increased flexibility of the larger basis set

reflects in a better performance, evident, for instance, in the APD stacked arrangements.

The performances of all mp2mod calculations carried out for the nitrogen containing

heterocycles are summarized in Table 3. The quality of the mp2mod predictions is again

Dimer Basis set Exponents Number of geometries RMSE LUE
αC αX αH

benzene 6-31G* 0.25 - - 7 0.38 0.87
6-31G** 0.32 - 0.20 0.14 0.30

pyridine 6-31G* 0.25 0.35 - 12 0.39 0.84
6-31G** 0.36 0.18 0.20 0.29 0.67

pyridazine 6-31G* 0.25 0.48 - 12 0.40 0.77
6-31G** 0.40 0.36 0.19 0.21 0.44

pyrimidine 6-31G* 0.25 0.26 - 12 0.45 0.81
6-31G** 0.46 0.33 0.20 0.24 0.55

pyrazine 6-31G* 0.25 0.42 - 12 0.41 0.61
6-31G** 0.57 0.31 0.20 0.28 0.53

Table 3: Summary of mp2mod basis set tuning with respect to CCSD(T)/CBS reference values for
the investigated six-membered aromatic heterocycles. The tuned exponents are explicitely shown in the
third, fourth and fifth column, whereas in the last one RMSE is reported in kcal/mol. In the first row,
benzene is also reported for comparison.

very good, as the RMSE with respect to CCSD(T)/CBS values is always less than 0.3

kcal/mol, when mp2mod is coupled with the larger 6-31G** modified basis sets. It might
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be also interesting to note that the LUE registered for both basis sets corresponds, for all

investigated samples, to short range repulsive arrangements, where the interaction energy

curve is very steep.

Besides its accuracy, another strength of the mp2modprocedure stands in its com-

putational feasibility. As shown in the Supporting Information (Figure H), the small

dimensions of the modified basis sets allow for a significant decrease of the computational

cost not only with respect to CCSD(T)/CBS but also if compared to standard DFT-D

approaches. Yet, it should be noticed that the latter DFT calculations were performed

strictly following the indication of the original papers (see Supporting Information for

details), i.e. with rather large basis sets. Despite a more fair comparison could be set

up using smaller and specifically tuned basis sets for each investigated DFT-D functional,

such computational burden is beyond the aim of the present work.

3.2 Interaction energy landscapes

The computational convenience of the proposed mp2modmethod can be exploited to inves-

tigate relevant portions of the IPES, with the aim of rationalizing the different behavior

of the considered molecules. To set up a significant comparison among the investigated

species, the investigated IPES sections were created at the same inter-ring distance, which,

based on the previous one-dimensional scans, appears to be one of the most relevant co-

ordinate for the interaction energy. As illustrated in Figure 5, two separate 2D scans were

prepared for each molecular dimer, fixing the distance between the centers of mass at 3.5

Å and 4.6 Å, which correspond (see Figures 2, 3, 4 and A-E in the Supporting Informa-

tion) to stacked and TS minima, respectively. For the stacked case, as shown in the left

panels of Figure 5, the two coordinates subjected to the scan were the displacement along

one ring plane (d) and the angle around the axis perpendicular to the cycle (β). For all

molecules, d was varied between 0 and 1.8 Å in steps of 0.3, whereas β was scanned in

the [0◦ – 180◦ ] range in steps of 30◦ . Conversely, in the 2D scan carried out for the

starting TS conformer, the α and β angles were varied, again in the [0◦ - 180◦ ] in steps

of 30◦ (see right panels of Figure 5).
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Figure 5: Procedure for scanning IPES sections of five-membered (bottom) and six-membered (top)

rings. Left: two-dimensional scans of stacked-like arrangements. The inter-ring distance was kept fixed

at 3.5 Å for all benchmarked molecules, and the displacement d and the angle β were scanned in

steps of 0.3 Å and 30◦ , respectively. Right: two-dimensional scans of stacked (α=0◦ ) and TS (α=90◦ )

arrangements. In this case, the inter-ring distance was kept fixed at 4.6 Å for all benchmarked molecules,

and the α and β angles were both scanned in steps of 30◦ .

All energy scans were performed at mp2mod level, with the larger 6-31G** modified

basis sets. The computational convenience of the current mp2mod method is confirmed

by the fact that each scan required less than 30 minutes on a 24 processors (Xeon 2.60

GHz) computer. For comparison, on the same machine, a single CCSD(T)/CBS point

required around 500 minutes. The results are shown in Figures 6 and 7, before discussing

them into some detail, a final validation was further performed on the mp2mod accuracy.

3.3 Final validation

Beside its computational convenience, for a balanced description of the IPES, it is of the

foremost importance that themp2mod method does not alter the delicate interplay existing

between the different components that concur to aromatic interactions, as for instance

the stacked π-π interactions or the CH-π ones, occurring in the TS like arrangements.

In this section we report some tests on the quality of mp2mod energy predictions, for

arrangements different from the ones employed in the basis set tuning. To this aim,
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Figure 6: mp2mod two-dimensional interaction energy scans, computed on dimers of the compounds

shown in Figure 1 arranged in stacked-like geometries. d and β displacements refer to the a) and c)

panels of Figure 5. I) benzene; II) pyrrole; III) furan; IV) thiophene; V) pyridine; VI) pyridazine; VII)

pyrimidine; VIII) pyrazine.

the most favorable geometric arrangements for each scan (i.e. the IPES local minima

within the step size employed in the 2D scans) were sorted from the scan and used for an

additional CCSD(T)/CBS calculation. Such geometries are displayed in Figures F and G

in the Supporting Information and the results summarized in Table 4.
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Figure 7: mp2mod two-dimensional interaction energy scans, computed on dimers of the compounds

shown in Figure 1 arranged in TS-like geometries. α and β displacements refer to the b) and d) panels of

Figure 5. I) benzene; II) pyrrole; III) furan; IV) thiophene; V) pyridine; VI) pyridazine; VII) pyrimidine;

VIII) pyrazine.

From the comparison ofmp2mod vs. CCSD(T)/CBS results, it is evident thatmp2mod is

capable of maintaining a similar accuracy even outside the training set. Moreover,

the ratio between the interaction energy in a stacked and a TS conformation found at

CCSD(T)/CBS level is kept almost unaltered by mp2mod. In fact, this latter feature al-
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Molecule Rring−ring d/α α/β ∆E
HF mp2mod/6-31G** CCSD(T)/CBS

Benzene 3.5 1.8 30 3.97 -2.64 -2.75
4.6 60 60 2.98 -1.89 -1.99

Pyrrole 3.5 1.8 180 0.38 -3.72 -4.15
4.6 90 90 1.41 -1.93 -2.31

Furan 3.5 1.5 90 2.18 -2.06 -2.07
4.6 90 90 0.62 -2.27 -2.36

Thiophene 3.5 1.8 90 4.31 -2.35 -2.62
4.6 90 150 2.66 -2.35 -2.52

Pyridine 3.5 1.5 120 3.05 -3.11 -3.07
4.6 60 180 1.65 -2.48 -2.60

Pyridazine 3.5 0.9 180 1.19 -5.30 -5.24
4.6 60 120 -1.03 -3.98 -4.16

Pyrimidine 3.5 0 60 2.83 -3.10 -3.14
4.6 60 180 0.50 -2.63 -2.91

Pyrazine 3.5 1.2 90 1.74 -4.18 -4.10
4.6 90 90 1.04 -2.75 -3.16

Table 4: Interaction energies (kcal/mol) computed for the minimum energy geometries found in the
2D energy scans (shown in Figures F and G in the Supporting Information) at mp2mod/6-31G** and
CCSD(T)/CBS level. For the former calculation the uncorrelated Hartree-Fock term (HF) is also re-
ported. Inter ring distance (Rring−ring) and displacement (d) are displayed in Å, whereas α and β angles
are in degrees.

lows us to confidently employ mp2mod to exhaustively sample larger regions of the IPESs,

as for instance required for force-field parameterization.37,53,55,56,80,82–91 This will be the

subject of a forthcoming work, currently in progress in our group.

4 Discussion

The validation of the reliability of the mp2mod predictions, achieved in the previous sec-

tion, allows us to discuss the results reported in Table 4 and Figures 6 and 7 with increased

confidence. As far as the five membered ring are concerned, it appears from Table 4 that

the stacked interaction energy involving pyrrole (-3.72 kcal/mol) is significantly larger

than those computed for furan and thiophene (-2.06 and -2.35 kcal/mol). This result

agrees with the recent findings of Wheeler’s group,17 who computed at DFT-D level the

interaction of methyl-adenine stacked with several hetero-cycles of pharmaceutical inter-
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est, finding the same trends in going from pyrrole to furan. Furthermore, the significant

contribution of the NH-π interactions to the total energy, already discussed by some of us

previously43 and also confirmed by Ref. [17], clearly appears by looking at the minimum

pyrrole stacked geometry (see Figure F in the Supporting Information). By looking at

both the minima considered in Table 4 and at the IPES sections displayed in Figures 6

and 7, it can be observed that for furan and thiophene the TS arrangements show similar

or even lower energies with respect to the stacked ones. This is in agreement with the

accurate CCSD(T)/CBS data published by Tsuzuki66 (and here displayed in Figure 3),

who first hypothesized the TS stability as a probable cause of the herringbone structure

of thiophene crystals.

Turning to the six-membered, Nitrogen containing rings, both Wheeler’s group17 and

Huber and coworkers38 respectively considered the interaction of azines with methyl-

adenine and benzene. It was found not only that the presence of the heteroatom increased

the interaction energy with respect to the benzene dimer, but also that the number of

Nitrogen atoms and their relative position affect the interaction strength, resulting in the

series pyridazine > pyridine > pyrimidine ≃ pyrazine. By looking at the data reported

in Table 4, all the above mentioned observations are confirmed, apparently with the

exception of pyrazine, whose stacked interaction energy (-4.18 kcal/mol) is lower than in

pyridazine (-5.30 kcal/mol), but more favorable than both pyridine (-3.11 kcal/mol) and

pyrimidine (-3.10 kcal/mol). However, Figure 6 reveals that when the β extrema (i.e. FF

with β=0 ◦ or AFF, with β=180◦ ) are considered, the ordering found in References [38]

and [17] is recovered, as the pyrazine dimer is significantly stabilized by the β-rotation to a

”cross-like” conformer (β=0◦ ), which could not be formed in the pyrazine-methyl-adenine

or pyrazine-benzene hetero-dimers. This latter finding is also in agreement with the results

of Mishra et al.,71 who found a similar ”cross-like” (β ≃0◦ ) minimum energy arrangement,

with a CCSD(T)/CBS computed energy of -4.14 kcal/mol. A further confirmation can be

found in the more recent work by Tekin and coworkers,75 who report a very similar cross

displaced stacked conformation, found after a dimer geometry optimization carried out at

SCS-MP2 level, that yielded a final binding energy of 4.3 kcal/mol, again in agreement

with the mp2mod value.
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Figure 8: The intermolecular energies, computed at mp2mod (left panels) and Hartree-Fock (HF, right

panels) level for the minima reported in Table 4, are plotted vs. the molecular dipole moments of the

involved species. Top panels: stacked conformations; bottom panels: T-shaped conformations. Roman

numbers refer to the species shown in Figure 1: II: pyrrole; III: furan; IV: thiophene; V: pyridine; VI:

pyridazine; VII: pyrimidine; VIII: pyrazine.

In the recent computational study performed on dimers of benzene and small het-

erocycles, Huber and coworkers38 found a correlation between the computed stacking

interactions and the molecular dipole moments of the target heterocycle. More recently,

Wheeler and coworkers17 confirmed that the molecular dipoles could be used as predictors

of the strength of the stacking interaction energy involving small heterocycles, but showed

that the same does not hold for larger cycles. To get a deeper insight into this feature, the

molecular dipoles of the heterocycles investigated herein were plotted in Figure 8 against

mp2mod interaction energies computed for the local minima reported in Table 4. From a

first inspection, it appears that all targets with a non-null dipole moment present some

correlation between the dipole strength and the total stacked interaction energy (top left

panel of Figure 8). Interestingly, the same holds even for TS conformations, as evident
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in the top left panel. From a closer look, however, some discrepancies with the previous

findings emerge. First, a good correlation is obtained only if five- and six-membered rings

are considered separately. Next, the slope of the correlation regression for the interaction

energy of five-membered rings in TS arrangements has an opposite sign with respect to

the one obtained for six-membered cycles. Finally, the HF component of the total interac-

tion energy shows a much weaker (or null) correlation, even if it should account for most

of the first order electrostatic contribution. It should be though noted that the whole

comparison with the correlation reported in Reference [38] and [17] could be undermined

by an important difference among the sample compounds considered in these works and

in the present case. In fact, in References [38] and [17], the investigated heterocycles are

interacting respectively with a molecule (benzene) with null dipole moment or with a

significantly polar molecule as methyl adenine. Conversely, here homo-dimers where con-

sidered, either with null (benzene, pyrazine) or not null dipole moments. Furthermore,

the whole above analysis is limited to few selected geometries and only concerns with a

rather simple indicator as the molecular dipole moment of each monomer.

The mp2mod computational convenience allows for the calculation of a much larger

number of dimer arrangements, as done for instance in the extended sampling of the

IPES landscapes displayed in Figures 6 and 7. In the attempt to find a rationale of such

landscapes and the relationships between the electrostatic contribution and the total

interaction energy, a more detailed analysis is displayed, for stacked dimers, in Figure

9. Each set of points of the same color in this Figure, connected by the least square

line, refers to the arrangements at a given displacement (d in Figure 6) with the second

molecule undergone to a rotation (α) around the axis perpendicular to the molecular plane

and passing in the center of the polygon, as shown in Figure 5. The abscissa data are

an estimate of the electrostatic interaction energy E(ESP) obtained by the electrostatic

potential (ESP) charges, as computed for the monomer at B3LYP/cc-pVDz level of theory.

Therefore Figure 9 can furnish some insights on the contribution of electrostatic energy

to the whole interaction energy.

For the five-membered atom ring dimers pyrrole shows by far the most significant

∆E/E(ESP) correlation between the total and electrostatic energies, clearly indicating
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that the minimum of each subset with the dipoles directed in opposite directions is essen-

tially determined by the electrostatic energy. As the slope of the curves is slightly larger

than unity we can deduce that there are other cooperative energy components that rein-

force the electrostatic profile. Furan dimer presents a much lower (and always positive)

electrostatic energy and shows weakly correlated curves with scattered data, although

some features similar to those of pyrrole seem also to be present. Thiophene does not

show any significant correlation. The different behavior of these systems may find a ra-

tionale in the dipole moments of the monomers (1.98, 0.51 and 0.44 D, respectively for

Pyrrole, Furan and Thiophene) allowing to speculate that different energy contributions

concur to stabilize the antiparallel arrangements at all plane-to-plane distances so that

in the case of large electrostatic energies (corresponding to large dipole moments) the

∆E/E(ESP) correlation can be evidenced.

For the six-membered atom rings dimers the correlation between the total energy and

its electrostatic (ESP derived) contribution is rather evident with the exception of pyrim-

idine. In this case it appears that the slope of the curves is close to the unity, indicating

that the electrostatic energy is by far the main responsible of the energy profile along the

rotation around the axis orthogonal to the molecular plane. A similar anomalous behavior
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of pyrimidine was found by Huber and coworkers,38 when benzene-pyrimidine correlations

were considered. This was ascribed to a partial compensation of the dipole moments in-

duced by the two nitrogen atoms, which could enhance the effects of higher electrostatic

moments. It might be worth noticing that, at variance with the five-membered atom ring

dimers, even the pyrazine dimer (null dipole moment) shows a significant electrostatic

energy which strongly correlates with the interaction energy, whose minima are quite

pronounced and resemble those of pyridazine. This resemblance with pyridazine, which

has the highest dipole moment among the considered six-membered atom rings dimers,

may appear rather unexpected. Notice that, besides the interaction energy, the resem-

blance include also the electrostatic energy, which is rather similar for the two systems. A

possible qualitative explanation could arise from the electrostatic interaction among the

several C-N bond local dipoles, or, equivalently, from the higher order electrostatic mo-

ments, whose interaction energy is expected to show a marked dependence on the relative

orientation.

5 Conclusions

The first aim of this work concerned with the automation and validation of themp2mod pro-

cedure, which essentially consists in tuning some exponents of small dimensioned basis sets

to be coupled with the standard MP2 technique. In this regard the mp2mod approach has

been shown to be capable to deliver very accurate predictions of the interaction energy

at a very low computational cost, even when hetero-aromatic interaction are involved.

The mp2modperformances maintain a similar high level of accuracy for all tested samples,

even outside the training set employed in the basis set tuning. At least for the tested

sample, mp2modoutperforms most of the benchmarked DFT-D functionals, both in ac-

curacy and in computational convenience, at least when large basis sets are employed.

The high accuracy and the low computational cost of the mp2modprotocol represents an

important step toward the possibility of sampling large portions of IPESs, paving the way

for building reference databases. These could be in turn exploited for developing accurate

QM derived FFs, allowing for in silico investigations on larger length and time scale or

on more complex systems. Furthermore, the achieved automation of the mp2mod proce-
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dure can be easily extended to other similar or even larger hetero-cycles, as for instance

those commonly employed in drug design. In this framework the similarity of some of the

retrieved exponents (as for instance those for the N atoms in the investigated diazines),

seems to suggest that a certain degree of transferability might hold for the exponents,

so that the expensive CCSD(T) calculations could be avoided when the target molecule

is composed of building blocks already tackled by mp2
mod, as for instance biphenyl or

poly-thiophene.

Next, mp2mod computational feasibility and reliability have been exploited to fulfill

the second goal of this work, that is to make a further step in the comprehension of

the intricacies of the noncovalent interactions among aromatic hetero-cycles. To this

end selected portions of the heterocycles IPESs were computed, allowing for an extended

analysis of the resulting interaction patterns. On the one hand our findings confirm the

overall picture available in literature regarding heteroaromatic stacked interaction: the

complex orientational dependence, the peculiar effects of substitution and the correlation

with simple molecular descriptors. On the other hand, the large amount of geometries

considered, has allowed us to not only consolidate the statistical validity of previous

findings, but also to extend the discussion to other possible competing arrangements, as

for instance the T-shaped ones, which have been seldom considered in the literature but

can play an important role in condensed phases.

Supporting Information

Additional data and several details about the reported calculations not included in

this paper.
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