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Abstract

In this paper we investigate dynamic causalities in membrane systems by proposing the concept
of “predictor”, originally defined in the context of the reaction systems by Brijder, Ehrenfeucht and
Rozenberg. The goal is to characterise sufficient and necessary conditions for the presence of a
multiset of molecules of interest in the configuration of a P system at a given evolution step (inde-
pendently from the non-deterministic choices taken). These conditions can be used to study causal
relationships between molecules and, therefore, to predict some aspects of future development of
multiset rewriting systems.

To achieve this goal, we introduce the new concept of “multiset pattern” representing a logical
formula on multisets. A sufficient predictor can be expressed as a pattern characterising initial
multisets that will surely evolve, after the given number of evolution steps, into a multiset contain-
ing the molecules of interest. On the other hand, a necessary predictor models initial multisets
that may evolve after the given number of evolution steps, into a multiset containing the molecules
of interest. Necessary predictors can be used to characterise initial multisets that will surely not
evolve (in the required number of steps) into a multiset that contains such molecules. We induc-
tively define operators able to compute these predictors.

The patterns obtained from our operators are sound (sufficient or necessary) predictors, but, in
general, they are not complete.
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1. Introduction

The understanding of causal relationships among the events happening in a biological (or bio-
inspired) system is an issue widely investigated in the context of both systems biology (see e.g.
[L, 2, 3]]) and natural computing (see e.g. [4]).

In [S]] Brijder, Ehrenfeucht and Rozenberg initiate a study on causalities in reaction systems
[6, [7]. Causalities deal with the ways entities of a reaction system influence each other. In [3],
both static/structural causalities and dynamic causalities are discussed, introducing the idea of
predictors. A predictor can be used to determine whether a molecule of interest s will be produced
after k execution steps of the reaction system, without executing the system itself.
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In reaction systems the environment is the only source of non-determinism. Knowledge about
the molecules which will be provided at each step by the environment is required to determine
whether a molecule s will be produced after k steps. Not all molecules are relevant for the produc-
tion of s. On the basis of these two observations, a predictor is defined as the subset of molecules
Q whose supply by the environment need to be observed in order to determine whether s will be
produced or not after k steps.

In [8, 19, 10], the idea of predictors was enhanced by defining the notion of formula based
predictor. A formula based predictor consists in a propositional logic formula to be satisfied by
the sequence of sets of molecules that the environment provides to the reaction system. This logic
formula clearly discriminates between the cases in which a particular molecule s will be produced
after a given number of steps and the cases in which it will not.

P systems [11, [12]] are much more powerful and complex than reaction systems. They are
based on multisets rather than sets and evolution rules are applied with maximal parallelism and
with a non-deterministic competition for reactants.

The computational behaviour of a P system is determined only by the initial multiset and by
the non-deterministic choices made at each maximally parallel step. In this context, a notion of
predictor may correspond to a logical formula to be satisfied by the initial multiset (representing
either a sufficient condition or a necessary condition) for the molecules of interest to be present
after a given number of evolution steps. Due to the intrinsically non-deterministic nature of P
systems, sufficient and necessary conditions have to be dealt with separately.

Example 1.1. For an intuition, consider the following rewriting rules:
ron: A—>C r: A—>B rn: D->C

forming a maximally parallel multiset rewriting system. Assume we are interested in the presence
of molecule C after one step of rewriting. If we want to be sure that molecule C will be present after
one step we have two possibilities: either C or D have to belong to the initial multiset. Having
molecule A in the initial multiset is not sufficient to ensure that molecule C will be produced after
one evolution step. Indeed, if rule ry is applied the initial multiset does not evolve in one step
into a multiset containing molecule C. Therefore, if we want to devise sufficient conditions for the
presence of molecule C after one step, we need to characterise in some way all initial multisets
containing molecule C or D. On the other hand, if a multiset after one evolution step (from
the initial one) contains molecule C then we have three possible cases, either the initial multiset
already contained molecule C or the initial multiset contained molecule A or molecule D. Hence,
if we are interested in the necessary condition for the presence of molecule C after one step, we
have to characterise all the initial multiset containing molecule A or C or D.

The previous example shows that, in general, sufficient and necessary conditions do not co-
incide, and therefore they have to be handled separately. Note that sufficient conditions can be
used to determine the multiset of molecules that will surely cause the presence of the molecule
of interest in the required number of evolution steps, while necessary conditions can be used to
determine, by complementation, the multisets that surely cannot cause the presence of a molecule
of interest in the required number of evolution steps. Therefore, investigating causal dependencies

2



in the previous example, we can say that the presence of C or D in the initial multiset causes the
presence of C after one evolution step but the presence of C after one step cannot be caused by an
initial multiset that does not contain neither C nor A nor D.

The previous example also shows that while it is quite easy to deal with necessary conditions,
dealing with sufficient condition is a complex task because competition on reactants comes into
play.

In this paper we propose the notion of multiset pattern as a way to express logical formulas
on molecules of multisets. Multiset patterns will be used to characterise sufficient and necessary
conditions for a molecule (or, in general, for a multiset of molecules) to be present after a given
number of steps. We first focus on the pattern that expresses sufficient conditions. If the initial
multiset of the P systems satisfies (matches) such a pattern, then the multiset of molecules of
interest will be surely present after k steps; nothing can be said otherwise (it is indeed a sufficient
condition). Such pattern will be defined by a recursive operator. We will show that the pattern
obtained from the operator will be a sound, but, in general, not a complete predictor. This means
that there can be multisets that do not match the pattern, but that still always lead to the presence
of the molecules of interest in k steps. However, there might exist special classes of P system for
which the sufficient predictor is also complete. In this paper, we investigate the completeness of
our sufficient predictor for P systems with non-cooperative rules.

We then focus on the pattern expressing necessary conditions for the presence of the molecules
of interest. In this case we have that if the P system leads to a multiset that contains the molecules
of interest in the required number of steps then the initial multiset matches the pattern expressing
necessary conditions. This information can be used to characterise multisets that surely will not
evolve in a multiset containing the molecules of interest in the required number of steps. We
provide a recursively defined operator that computes such pattern. Once again, we will show that
the pattern we compute will be a sound, but, in general, not complete. This means that there can be
multisets that do model the pattern, but will not lead to the presence of the molecules of interest in
k steps. However, we prove that for P systems with non-cooperative rules our necessary predictor
is also complete.

Once defined, patterns expressing sufficient and necessary conditions can be used to discover
non trivial causal relationships among molecules.

Related works. Causality properties have been investigated in different contexts. For example,
causalities are studied in the context of concurrency theory, systems biology and natural comput-
ing. Different notions of causality have been considered such as dependencies between events or
between reachable states of the considered system. Moreover, different techniques have been ap-
plied to verify causality properties on system models such as static analysis, enhanced semantics
and other formal “ad hoc” techniques.

In [13} [14] formal methods for studying causality properties of concurrent systems are pro-
posed. Concurrent systems are described by means of process algebras such as CSS or n-calculus.
The proposed approaches consist in the definition of enriched semantics that allow modeling causal
dependencies between events (process synchronization) and states (bindings of channel names) of
the system. This is obtained by extending the semantics with information about the past execution
of the considered processes.



A similar approach is followed by Busi in [15] in the context of systems biology, and in [4] in
the context of membrane computing. As in the previous cases, the idea is to enrich the semantics
of the modelling formalism. In particular, in Busi’s approach, the semantics is extended with an
explicit information about the causal dependencies between reactions.

In the context of systems biology, several approaches are based on static analysis [16, [17, [1}
2, 13]. In order to make the verification of causality properties feasible, these approaches com-
pute an approximation of the system behaviour. Typically, the behaviour of the system is over-
approximated, that is, all the possible system executions are modelled, but also some executions
that are not possible are included in the model.

Methods for the analysis of systems that are based on the computation of backward evolution
steps can be found in the context of reversible systems. Reversibility is the ability of a system
to go back to the initial state and to reconstruct the trace of evolution steps leading to the final
state. Reversibility has been studied in the context of multiset rewriting and membrane systems
for instance in [18}, [19] and [20].

In [18} [19] reversibility is defined as a relation between reachable configurations, that is dual
to the notion of determinism. A system is deterministic if every configuration can evolve into a
unique new configuration. Dually, a system is reversible if every configuration can be obtained
by a single previous configuration. This leads the authors to study the classes of reversible and
deterministic systems.

In [20] the author proposed membrane systems with memory, an extension of membrane sys-
tems in which objects are labeled with information about the rules that produced them in order
to be able to reverse the computations. Similarly, Dual P Systems are proposed in [21] with the
same aim. This is obtained by replacing the rules of the P system with dual rules that allow the
computations to be executed backwards.

The idea of backward execution of a P system is somehow related to the idea of identifying
the causes for the presence of some molecules after a fixed number of steps. However, in order
to predict whether some molecules will be present or not, reversing a single computation is not
enough. We show that all possible computations have to be considered.

This article is a revised and extended version of the paper in [22], endowed with the definition
of the new concept and results on necessary predictor applied to several biological examples. More
precisely, the new contributions of this paper with respect to [22]] are:

e the definition of the concept of necessary predictor characterizing the necessary conditions
for the presence of a multiset after a fixed number of evolution steps;

e the definition of an operator able to compute a such predictor;

e the study of a particular class of programs for which our operators on multiset patterns are
also complete;

e the application of predictors to several biological examples to study causal dependencies;

e the inclusion of extended definitions, results and proofs.



The paper is organised as follows. Section [2] introduces some notions on multisets and the
standard definition of membrane systems. The new notion of multiset patterns together with a
discussion on their expressive power can be found in Section[3] In Section 4] we introduce, through
examples of incremental complexity the notion of sufficient predictor, an operator to compute it
and we state and prove all its properties. Section [5]contains the notion of necessary predictor, the
definition of the operator that computes it and all its properties. Section [6] presents applications
of predictors to language acceptors and to several biological systems related to gametogenesis,
genetics and gene regulation network. Finally, our conclusions can be found in Section |7}

2. Preliminaries

2.1. Multisets

We denote by IN the set of natural numbers. Let U be an arbitrary set. A multiset (over U) is
a mapping M : U — IN; where by |M|,, for a € U, we denote the multiplicity of a in the multiset
M. The support of a multiset M is the set supp(M) = {a | IM|, > 0}. A multiset is empty when its
support is empty and it is denoted by 0.

In order to distinguish multiset operations from standard set operations we use the following
notations: C* for multiset inclusion, U* for multiset union, N* for multiset intersection. For no-
tational convenience, we often denote multisets by strings. Given a finite set of symbols V, V*
represents the set of all multisets over V while V* represents V* without the empty multiset (). For
a set X, we denote the power set of X by p(X) while ¢ ((X) indicate all the finite sets in p(X).

2.2. Membrane Systems

In this paper we consider flat P systems, namely in which the membrane structure consists only
of the skin membrane. Flat P systems are defined as follows.

Definition 2.1. A flat P system is a construct I1 = (V, w, R) where:
e V is a finite set of symbols, called alphabet, whose elements are called molecules species;
e w € V” is the initial multiset of molecules;
e R is a finite set of (V*)?; the element of R are called evolution rules of 1 .

From [23] it follows that a P system with a standard membrane structure can be translated into
an equivalent P system having a (flat) membrane structure that consists only of the skin.

In this paper we assume P systems to be closed computational devices, namely we assume
that molecules cannot be sent out of the skin membrane (i.e. rules sending molecules out are not
allowed in the skin membrane) and molecules cannot be received by the skin membrane from
outside. react As a consequence, evolution rules will have the simple form u — v with u,v € V™.
When u € V the rule is called non-cooperative [12].

We denote with Ry the set of all evolution rules on V.

Given an evolution rule r = u — v, we denote with react(r) and prod(r) its multisets of
reactants # and products v, respectively. The same notations extend naturally to finite multisets of
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rules: for any finite multiset of rules M € Rj,, we have react(M) = U, csuppmn) react(r)™" and
prod(M) = Uﬁesupp(M) prod(r)W'r.

We assume evolution rules to be applied with standard maximal parallelism. Since we consider
P systems which do not send/receive molecules to/from the external environment, we obtain that
the behaviour of a P system is determined only by its initial multiset and by the non-deterministic
choices made at each maximally parallel step.

3. Multiset Patterns

3.1. Definitions

Given an alphabet V, a multiset pattern expresses a condition on multisets in V*. A basic
multiset pattern is a pair («, {uy, ...., u,,}) where u, uy, ...., u, are finite multisets in V*. More complex
patterns can be obtained by composing basic patterns by using propositional logic connectives A
and V. The syntax of multiset patterns is defined as follows.

Definition 3.1 (Multiset Patterns). Given an alphabet V, Py is the set of multiset patterns on V*
inductively defined as follows:

e true, false € Py,
o ifpe (V"X ppV")) then p € Py,
® ifp1,pr € Py then py V pyand p; A p; € Py.

When the reference alphabet V is clear from the context, we will denote the set $y simply as P.

Now, we formally define the notion of satisfaction of a pattern by a multiset, i.e. the semantics
of multiset patterns. The idea is that a multiset w satisfies a basic pattern (u, {uy, ....,u,}) if by
removing from w the multisets uy, ..., 4, in any maximal way (i.e. so that what remains does not
include any of uy, ....,u,) we always obtain a multiset which includes u. For example, multiset
A*B? satisfies the pattern (A, {AB}) since after removing AB a maximal number of times (two
times) we obtain A% which includes A.

The semantics of multiset patterns is formally defined as follows.

Definition 3.2. Given an alphabet V, the satisfaction relation ' C V* X Py is the relation induc-
tively defined as follows:

w E true

wE W, {uy, ...u,)) iffVoi,...0, € N such that w 2" ul'us? ... uy", it holds w 2" uu'u3’ . . . uy"
wE p1LA D2 ffwE prandw E pa

wEp1Vps iff either w = py orw E p,

For the case of a basic pattern (u, {u, ..., u,}), Definition @ includes a requirement on all
possible values o4, ...,0, € IN used as multiplicities of the occurrences of uy,....,u, in w. It is
easy to see that the requirement can be checked by considering only the maximal combinations of
values oy, ..., 0, such that w 2" u{'u5’ ... u;".



3.2. Multiset Patterns and Multiset Languages

Multiset patterns can be used to express complex conditions on multisets.
Given a pattern p, we define the satisfaction language L, of as

L,=weV"|wEp}.

The pattern p; = (AB, {BC, BE}) is satisfied by multisets that contain at least one A and one B, and
where the sum of the numbers of C and of E is smaller than the number of B. The set of multisets
satisfying the pattern corresponds to the multiset language

L, ={weV"||wla>0,wlg>Iwlc+ Wl

Patterns can express also conditions that are not in the “greater than” form. For example,
pattern p, = (A, {AA}) is satisfied by multisets with an odd number of A. Namely, it characterizes
the language

Lpz = {W eVv” | |W|A Zmod 2 1}

More generally, given any n € IN, the multiset pattern (A,{A"}) is such that w E (A, {A"}) iff w
satisfies |W|a Zmod n 0.

The examples we have given show that multiset patterns could be used to characterize multiset
languages. It could be interesting to investigate the classes of languages characterised by multiset
patterns. Although such an investigation is out of the scope of this paper, we discuss few more
examples of interesting languages.

Let us look for a pattern characterizing the language consisting only of the A*> multiset. The
pattern p3 = (A3, {}) is not correct, since it is satisfied by any multiset with at least three instances
of A. We could combine p; with a pattern satisfied by multiset containing at most three instances
of A. However, such pattern can not be directly defined but it can be obtained only by negating
the pattern (A%, {}). Hence, characterizing the language consisting only of the A*> multiset would
be possible only by including logical negation in the syntax of patterns.

A few more examples: (A, {AB}) characterizes the language A" B" with m > n. Consequently,
(A,{AB}) V (B, {AB}) characterizes the language A" B" with m # n. It seems not possible to define
a pattern that characterizes the complement of the previous language, namely A" B". However, this
would be possible by including logical negation in the syntax of patterns.

3.3. Simplification of Multiset Patterns

Multiset patterns express logical conditions on multisets, hence they can be simplified using
standard logic rules. For instance, a conjunction of basic patterns can be simplified to false every
time the basic patterns implicitly express opposite constraints. Moreover, the following properties
of the satisfaction relation = allow us to consider further simplification rules for multiset patterns.
The proof of the two properties follows immediately from Definition [3.2]

Lemma 3.1. Let (w,{uy, ...,u,}) be a basic multiset pattern and v € V*. Then v E (w,{uy, ..., u,})
iffvE w,{u | u; 0" w # 0}).

Using the previous result a basic pattern (w, {uy, ..., u,}) can be always simplified into (w, {i; |
u; N\ w £ 0)).



Lemma 3.2. Let (w,{uy, ..., u,}) be a basic pattern. If there exists i € {1,...,n} such that u; C* w,
then for all v € V* it holds v £ (w,{uy, ..., u,}).

Using the previous result a basic pattern (w, {u1, ..., u,}) such that u; C* w for some i € {1, ..., n}
can be simplified into false.

3.4. Multiset Patterns for expressing Sufficient and Necessary Conditions

We propose a methodology to compute a sufficient and necessary conditions (expressed as
multiset patterns) for the presence of a multiset u after k evolution steps in a given P system. Both
conditions will be expressed as patterns to be satisfied by the initial multiset w of the P system.

The idea is to define two different operators computing sufficient and necessary predictors by
starting from the pattern (u, {}) and by rewriting it considering the rules of the P system under
investigation.

Since establishing sufficient conditions is the most difficult task, in the next section we start by
defining sufficient predictors.

Necessary predictors will be studied in Section [5

4. Sufficient Predictors

Here we propose a methodology based on multiset patterns to compute sufficient conditions
for the presence of a multiset u after k evolution steps of a given P system. The sufficient condition
will be expressed as a pattern (called sufficient predictor) to be satisfied by the initial multiset w of
the P system.

The idea is to define an operator that computes the predictor by starting from the pattern (u, {})
and rewriting it by taking into account the set of rules of the P system. The pattern will be rewritten
k times, each time simulating (in an abstract way) a backward step of the P system evolution. At
each step, for each rule that is assumed to be applied, the result will include information of the
rules competing with the selected rule for application.

The definition of the operator that computes a predictor for a multiset u in k steps is quite
complex. We start with the definition of few auxiliary functions and sets. Then, we choose to
introduce the concepts by giving several examples of incremental complexity. Examples will
be alternated with definitions of functions that formalise the introduced concepts. The complete
definition of the operator, together with the related theoretical results and proofs will conclude the
section (see Section [4.0)).

4.1. Auxiliary Functions and Sets

Function AppRules gives the set of all possible minimal multisets of rules that lead to the
production of the finite multiset w.

Definition 4.1. Given an alphabet V, we define the function AppRules : V* X 9 +(Ry) — 9(R})

as
AppRules(w,R) = {M € R* | w C* U ceuppay PXod(™M Y M’ <* M : w €* Uy esupparry Prod(r)™'}

for all finite w € V*, R € p(Ry).



Example 4.1. Consider the P system 11y = ({A, B, C, D, E}, wg, Ry) where evolution rules of the set
Ry are:

ro: AB—C rn: C—-AC rn: BD—C rn: E—5A
We have AppRU].ES(CCA,R()) = {}"0}"0}"3, rori\rs, ririrs, rolrs, rirp, }"2}"2}.

In order to simulate a backward step of the P system evolution, consider that a molecule might
be obtained as the product of an applied evolution rule, but it also might be obtained because it
was already present and no rule used it. Of course, this is not possible if there is a rule in the P
system having such a molecule as the only reactant. As a consequence, in order to simulate the
backward step of a P system, we consider an extended set of evolution rules that includes also self
rules rewriting each molecule into itself, for each molecule that is not the only reactant of a rule
of the P system.

Definition 4.2. Given an alphabet V, and a finite set of rules R C Ry, the set of self rules Selfy is
defined as
Selfy ={v—>v|veVandVr eR, react(r) # v}.

Example 4.2. For the P system I, of Example we obtain
Selfg, ={ra:A—> A, rs:B— B, r¢: D —> D}.

While the self rule A — A indicate that A can be left unchanged after one evolution step of the
P system 11, the self rule C — C cannot be introduced, because molecule C can never be left
unchanged by an evolution step of Iy, since if a multiset includes molecule C then rule r, must be
applied. The same holds for the self rule E — E.

4.2. Competition for Reactants
Example 4.3. Consider the P system 11, = ({A, B, C, D}, w(l), R)) where the evolution rules R, are:

ro: AB— D r: BD—-C

A visual representation of evolution rules in Ry U Selfy is given by the graph in Fig|l} The
nodes in the top of the graph represent molecules used as reactants (associated with index 1), while
the nodes in the bottom of the graph represent products (associated with index 2). Reactions are
represented as nodes in the middle of the graph and by the arcs connecting such nodes to reactants
and products. Solid arcs represent the evolution rules in Ry, while dashed arcs the evolution rules
in Selfg, = A{r2, 13, 74,75}.

The graph representation helps us to reason on backward steps of the P system. For instance,
in order to obtain D in one step, we need to have either A and B, or D itself in the previous step.
Moreover, the graph makes explicit the competition of evolution rules on common reactants. For
example, the production of D by rule ry competes with the application of rule ry since both rules
have B as a reactant. Similarly, the self rule rs : D — D competes with rule r,. Note, however,
that the contrary does not hold. Indeed rule r| does not compete with the self rule rs : D — D
because self rules represent molecules which are not consumed by the evolutions steps of I1;.
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Figure 1: Rules R; U Selfy,

The information on competition between evolution rules is essential. Indeed, in order to be
sure that D is present after one step we need to be sure that either ry has been applied or D was
already present and it has not been consumed by any other evolution rule not producing D.

We now define the function competitor,, which results in the set of evolution rules competing
for reactants with a given evolution rule » which produces a molecule of interest s.

Definition 4.3. Given an alphabet V, we define
competitor,(r,R,s) = {r' € R| react(r) N" react(r’) # 0 and s ¢ prod(r’)},
for any rule r € Ry, any finite set of rules R C Ry and any molecule s € V N supp(prod(r)).

A pattern that characterises a sufficient condition for the presence of D after one step can be
easily obtained by combining the reactants of evolution rules producing D (including self rules)
with the information on the reactants of the other evolution rules that compete with them and do
not produce the molecule D.

For the case of Example 4.3 we can express a pattern that characterises a sufficient condition
for the production of D in one step as follows

(react(r), react(competitor,(r,Ry, D))
reAppRules(D,R; USelfR] )

that corresponds to (AB, {BD})V(D, {BD}). This pattern shows that D can be produced in two ways:
through AB, that are the reactants of ry, or through D itself. In both cases the only competitor is r,
whose reactants are BD. So in both cases the pattern requires that AB or D remains after removing
instances of BD in a maximal way. In other words, the pattern expresses the condition that either
the multiset includes A B and the instances of B are more than the instances of D, or there is at least
one D and the instances of D are more than the instances of B. Examples of multisets that satisfy
the pattern (leading to the production of D) are ABB, AD, ABBD, etc. If w(l) satisfies such pattern
then we can be sure that molecule D will be present after one step.

Note that rule r, is not considered as a competitor since it is a self rule. Such kind of rules are
not considered to compete with other rules since they simply represent molecules that are not used
by actual evolution rules of the P system.
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In order to perform more than one backward step we will have to generalise the computation of
the pattern representing the sufficient condition for the presence of a single molecule to the case of
a multiset of molecules. For instance, in the case of Example [4.3] performing one more backward
step will require to compute the sufficient condition for the production of AB or of D, that will
then be used to obtain D.

In order to show how to compute a pattern for the presence of a multiset of molecules after one
step, consider, in the case of Example the multiset DC. The pattern representing a sufficient
condition for the presence of DC in one step could be obtained by combining the already seen
pattern for the presence of D with analogous pattern for the presence of C, that is (BD,{AB}) V
(C,{}). Since D and C are two different molecules (the case of repeated occurrences of the same
molecule is more complex and will be treated separately in Section 4.3)) we can combine the two
patterns by simply using conjunction of patterns, thus obtaining:

((AB,{BD}) v (D,{BD})) A (BD,{AB}) V (C,{})) .

Multisets satisfying the pattern are DC, ABC, ADC, ABBD, etc. Indeed, such multisets allow
us to obtain DC after one step according to the rules in R;. On the other hand, multisets not
satisfying the pattern are for instance ABD, DCB and ABDC. The latter, in particular, could lead
to the production of DC (actually DDC), but also to the production of ACC that does not include
DC.

Example 4.4. Consider now a P system I1, = ({A, B, C, D}, wg, R,) where R, (depicted in Fig is
quite similar to R, of Example with ry extended with one more product, namely

ro: AB— DC rn: BD—-C

While the sufficient conditions for molecule D to be present after one step are the same as in
the previous example, the condition for the presence of C after one step has to take into account
that now ro produces C, therefore it does not compete with ry for the production of C. This is
correctly taken into account by the function competitor,, indeed competitor,(ry,R,,C) = 0.
Therefore, the pattern for the presence of C in one step, defined as

(react(r), react(competitor,(r, Ry, C))),
reAppRules(C,RZUSelfRZ)

Figure 2: Rules R, U Selfy,
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turns out to be (AB,{}) vV (BD,{}) vV (C,{}).

4.3. Competitors Dealing with Multiple Occurrences of Molecules

When multiple occurrences of the same molecule come into the picture, things get quickly
more complicated.

Example 4.5. Consider the P system 113 = ({A, B, C, D}, WS,R3) where the evolution rules Rz =
{ro, r1}, depicted in Fig.[3| are

ro: AB— D ri: BC—->D

Assume we are interested in the multiset DD. To produce DD in the P system I15 we may either
apply one rule twice, or the two rules together. The pattern for the presence of DD in one step
cannot be obtained just as a conjunction of a pattern p expressing the sufficient condition for D
with itself, since p A\ p is equivalent to p.

In order to deal with multiple occurrences of molecules we have to consider; in the computation
of the backward step, the possible multisets of evolution rules that could have been applied in order
to produce such molecules. These multisets of rules are given by the auxiliary function AppRules
defined in Section

At a first glance one may think of defining the pattern for the presence of DD in one step as
follows:

(react(r), react(competitor,(r, Rs;, D))),
neAppRules(DD, R3USelfR3 ) resupp(n)

that would give the following result:

(ABAB.{}) vV ((AB,{}) A (BC,{})) V ((AB.{}) A(D,{}) V (BC,{Hh A(D,{}) vV (BCBC,{})
Vv (DD, {}))

This pattern is however not correct, since it is satisfied by multiset ABC (because ABC | (AB,{})A
(BC,{})) that does not lead to DD in one step.

Figure 3: Rules R; U Selfy,
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Figure 4: Rules R4 U Selfy,

The point in this case is that there are two different rules that produce the same product D
competing for the same reactant B. Since more than one instance of D has to be produced, we
have to take also this form of competition into account. To this purpose, we define the function
competitor,.

Definition 4.4. Given an alphabet V, we define
competitor,(r,R,n) = {r € R|r' € supp(n),r’ # r,react(r) N* react(r’) # 0}
for any rule r € Ry, any finite set of rules R C Ry and any finite multiset n € R*.

Now, the pattern for DD can be expressed as

/\ (react(r)"r, react(C,))

neAppRules(DD,R3USelfp 3) resupp(n)

where Cj, = competitor,(r,R3;, D) U competitor,(r,R;,n). The formula gives the following
result:

(ABAB{}) V ((AB,{BC}) A (BC,{AB})) V ((AB,{}) A (D,{}) vV (BC,{}) A (D,{})) Vv (BCBC,{})
v (DD, {})

which now correctly models the required property.

4.4. Competition for Products

Example 4.6. Consider the P system 11, = ({A, B,C, D, E}, w?), R,) where the evolution rules Ry =
{ro, r1, 12, 13}, depicted in Fig. 4| are

ro: AB—> D r: BC—-D r,: BB — DD r3: ACE — D

Assume that, as in Example we are interested in the presence of multiset DD after one
step. The multiset DD can be produced by several combinations of rules in Ry. Rule r, has DD as
product, but suffers from the competition of ro and of r that, although producing the same kind of
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molecule, produce only one instance of such a molecule. Indeed, by starting from multisets ABB
or BBC, we may obtain DD through r,, but we may also obtain only one D, through ry or ry,
respectively.

Similarly, there are cases in which DD can be obtained by applying ry and r, together. Rule
r3, however, may compete with such a combination of rules, since in presence of E it may consume
reactants necessary for the application of ro and ry giving only one D as a result.

This example suggests that the concept of competitor has to be enriched with a definition that
takes into account when a rule competes with a multiset of rules n € R* that produce more than
one occurrence of a molecule. Intuitively, this occurs when the use of such a rule prevents the
application of a subset of the rules in n without producing an equivalent number of occurrences
of the required molecule. This form of competition is formalised by the function competitor;
defined as follows.

Definition 4.5. Let r €¢ Ry, RC Ry, n € R" and s € V, we define:

competitors(r,R,n,s) =

{r €eR| seprod(r),r ¢ supp(n), react(r) Nreact(r’) 0,
dm C* n,{r} C* m,react(m) N, react(r’) = react(n) N, react(r’),
Vm' C* m,react(m’) N, react(r’) # react(n) N, react(r), |[prod(m)|; O* |prod(r’)|,}.

Assume as before that we are interested in the production of DD in one step. The pattern
expressing a sufficient conditions is then

/\ (react(r)", react(Ci»))

neAppRules(DD,R4USelfp 4) resupp(n)

where Cjy3; = competitor(r, Ry, D) U competitor,(r,Ry,n) U competitors(r, Ry, n, D). The
formula gives the following result:

((AB,{BC,ACE}) A (BC, {AB,ACE)))V (BB, |AB, BC}) V ((AB, {ACE, BC}) A (ACE, {AB, BC}))
Vv ((BC, {ACE, AB)) A (ACE, {BC, ABY)) V (DD, {}) V (ABAB, {}) V (BCBC, {}) V (ACEACE, {})

In the obtained pattern, conjunction (AB, {ACE, BC})A(ACE,{AB, BC}) is not satisfiable, since
on the one hand it requires ABACE to be included in the multiset, but at the same time it requires
BC not to be included. The same holds for (BC,{ACE,AB}) A (ACE,{BC, AB}) with BCACE and
AB. As a consequence, the pattern can be simplified into

((AB,{BC,ACE)}) A (BC,{AB,ACE))) vV (BB, {AB, BC}) vV (DD, {}) V (ABAB, {}) v (BCBC, {})
V (ACEACE,{})

According to this pattern, neither multiset ABB nor BBC satisfy it.
This example shows the situation in which the pattern does not describe all multisets that
actually lead to the presence of DD in one step. Indeed, the multiset ABBCE leads to the presence
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Figure 5: Rules Rs U Selfy,

of DD in one step. What happens in this case is that rule r; is identified as a competitor of both
ro and r;. However, in a multiset like ABBCE the application of r3 (that actually prevents ry
and r; to be applied) causes also r, to be applied, obtaining DDD as result. This shows that the
proposed notions of competitor are not able to characterise all multisets that lead to the presence
of a required multiset in a given number of steps. In this case it is not able to recognise that the
application of a competitor rule has as side effect the application of some other rules that actually
lead to the desired result.

4.5. Multiple Backward Steps

We now describe how to obtain a pattern that expresses sufficient conditions for the presence
of a molecule after two or more steps starting from patterns expressing sufficient conditions after
one step.

Example 4.7. Let us consider the P system Ils = ({A,B,C, D, E, F}, wg, Rs) where the evolution
rules in Rs, depicted in Fig. |5 are

ro:AB —> D r:BD—-C rn:ED— B

Note that rule ry and ry are the ones of Example and the pattern for the presence of molecule
D, in one step, is the same of the previous example, namely p = (AB,{BD}) v (D,{BD, ED}).
Intuitively, in order to obtain the pattern expressing the sufficient condition for the presence of D
after two steps, we have to consider all the ways a multiset satisfying p can be obtained in one
step.

The pattern p is satisfied by multiset containing A and B, or D. Hence, we could compute the
patterns that predict the presence of A, B and D in one step, and use them to construct a pattern for
the satisfaction of p after one step. In addition to this, we have to pay attention to the competitors
of A, B and D mentioned in p, namely the set {BD, ED}. In order to construct the pattern for the
satisfiability of p in one step we have to consider also all the ways the competitors BD and ED
can be obtained in one step.

We formally define an operator that considers all the possible ways a set of multisets repre-
senting competitors can be obtained in one step.
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Definition 4.6. Given an alphabet V, we define
Cr(R,{uy, ....,uy}) = {react(n) | n € AppRules(u;, R U Selfy)) and u; € {uy, ..., u,}}

for any finite set R C Ry and any set {u,, ....,u,,} such that u; is a finite multiset in V*, for i €
{1,...,m}.

For computing the predictor of D in two step, our starting point is the predictor of D in one
step computed in Example thatis (AB, {BD}) Vv (D, {BD, ED}). Now we have to devise in some
way all the multisets that could lead to the previous pattern in one step. This would give all the
multiset patterns that lead to D in two steps.

In order to rewrite the multiset AB in one step, we need to compute the predictors of A in
one step, that is (A, {AB}), and the predictor of B in one step, that is (ED, {BD}) V (B,{AB, BD}).
Moreover, we need to know how we can obtain the competitor of AB and D in one step. To
this aim, we look for the possible rewritings of BD and ED using the operator Cr(.), that is,
Cr(Rs,{BD}) = {BD,EDD,ABB} = Cs and Cr(Rs,{ED}) = {ED, EAB} = Cs. Hence, we can now
construct a pattern that predicts the presence of D in two steps as follows:

((A,{AB}U Cs) A (ED,{BD} U Cs)) V (A,{AB} U Cs) A (B,{AB, BD} U Cs))
V (AB,{BD}U Cs U Cs) V (D,{BD, ED} U Cs U C¢)

Using the result of Section the previous multiset pattern can be simplified as follows:

((A,{AB)) A (ED, {BD, EDD}) V (A, {AB)) A (B, {AB, BD}))
V (AB,{BD,ABB, EABY) v (D, {BD, ED)),

where a pattern like (A, {AB, ABB}) is simplified in (A, {AB}), since the presence of ABB in addition
to AB in the set of competitors does not introduce any stronger constraint on molecule A.

The initial multiset AE'D satisfies the pattern. Indeed, in one step we obtain AB using the only
enabled rule r, and in two steps we obtain D applying the only enabled rule ry. Consider AEDD
that does not satisfy the pattern, after one step we obtain ABD using the only enabled rule r, but
also rule r; is enabled and by applying it we obtain AC that does not contain D.

4.6. Definition of the Main Operator and Theoretical Results

In the previous sections we have described the ingredients for the computation of a pattern
expressing sufficient conditions for the presence of an molecule s after k steps. Now, we formally
define an operator Scyy that performs such a computation.

The definition is given inductively on the following order on X IN, (p1,n1) C (p2, ny) iff
n; < ny or ny = np and p, is a multiset pattern more complex than p;, i.e. p, = p; V p3 or
P2 = p1 A ps, for some pattern ps.

Definition 4.7. Let I1 = (V,w,R) be a P system. We define a function Scyy : V* X N — P as
follows:
SCH(M’ k) = SC&]‘I((M, {})7k)
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where the auxiliary function Scay : P X IN — P is recursively defined as follows:

Scan(p,0)=p
Scan(p1 V p2,k) = Scan(pi, k) V Scan(pa, k)
Scan(p1 A p2,k) = Scan(p1, k) A Scan(pa, k)

Scan((u, {ur, ... un}), k) = Scan( /\ (™, {ur, .o t)), k= 1)

sesupp(u)
where
p(s', U) = \/ /\ (react(r)", U {react(r')} U Cr(R, U))
neAppRules(s!,RUSelf) \resupp(n) r'eCia3
and

C23 = competitor(r,R, s) U competitor,(r,R,n) U competitors(r,R,n,s)

Now we present some lemmata that, step by step, lead to the main theorem stating that the
Scn(u, k) operator actually computes a pattern representing a sufficient condition for the presence
of u after k steps. In the lemmata and in the main theorem, given two multisets w and w’ and a
set of evolution rules R, we will denote with w —x w’ the fact that w’ can be obtained from w by
applying rules in R in a maximally parallel way.

The first lemma states that the portion of the pattern computed by the operator and defined as
p(s', U) in Def. is a predictor for the presence of i instances of molecule s after one step of
evolution of the P system.

Lemma 4.1. Given a P system I1 = (V,wo,R), w € V* and s' € V* with s € Vand i > 0, if
w E p(s',{}) then YW’ € V* such that w —g W', it holds s' C* w'.

Proof. By definition, Cr(R, {}) = {}, therefore, in this case, we have

p(si’ {}) = \/neAppRules(si,RUSelfR)(/\resupp(n)(reaCt(r)lnlra {reaCt(r’)lr, € C123}))~ Assume now, by
contradiction, that w | p(s’, {}) but there exists w’ such that w —z w’ and s’ g* w’. This implies
that w = A\ ,esuppen(Teact(r), {react(r')|r’ € Cy3}) for at least one multiset n of rules in RUSelfy
such that s* € prod(n).

Let us denote the conjunction A ,cguppm(react(r), {react(r)|r’ € Cia3}) simply as CP. Note
that w | CP implies that, for each r € supp(n), w D, react(r)"". Intuitively, this means that w
could be rewritten applying each rule r € supp(n) for the number of times required by the multiset
n but we still are left to prove that all rules r € supp(n) could be applied simultaneously each one
for the number of times required by the multiset n. Assume, by contradiction that this is not the
case, then there exists at least two rules r and "’ belonging to n such that react(r)Nreact(r”’) # 0
and such that w 2. react(r)"rreact(r”)". Note that at most one can be a self rule s — s.
Assume that if one is a self rule than it is the one called r. As a consequence, we are sure that
r’" does not belong to Selfz. Since r” € R and, by hypothesis, it belongs to n and it is such
that react(r) N react(r”) # 0 then, by definition, we have that ¥’ € competitor,(r,R,n).
Therefore, when verifying that w = CP, react(r”) has to be maximally matched in w before
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matching with react(r)"". Since w 2. react(r”)"" but w 2, react(r)"rreact(r”)"", this
gives a contradiction. Hence, we can conclude that w 2, react(r))"...react(r,)" forr, ...,r, €
supp(n).

Now assume that w could be maximally rewritten with rules 7{*...#%" (of R) that, by hypothesis,
give a w’ satisfying v e w’ = j < i.

Therefore, there exist some rules in {r, ..., r;} such that they are not applied with the multiplic-

ity required by n, when applying 7{'...7,". In more detail, the self rule s — s belongs to such set if
~Oh

o
the instances of s in w that are left unchanged when applying 7/"...7;" are less than the multiplicity
of the self rule s — s in n.

Among all the rules of {r,....,r;} satisfying the above property, let us consider the case in

which there exists r that also satisfies the following property:

{Fr |7 e{r,.... T}, s € prod(7), 7 ¢ supp(n), react(¥) N react(r) # 0} C competitor;(r,R,n,s)
(D

In this case, since 7'...7}" is a maximal rewriting of w such that r is not applied with the
multiplicity required by n, it means that
w B (react(r)r, {react(¥) | ¥ € {F,....,/},7 # r,react(r) N react(#) # 0}). Since we have
assumed that [T] holds, we have three cases for each 7 € {7,...,7,} € R such that r # 7 and
react(r) N react(7) # 0:

1. s ¢ prod(7) then, by definition, 7 € competitor,(r, R, s).

2. s € prod(7), 7 € n, then, by definition, 7 € competitor,(r, R, n).

3. s € prod(7), 7 ¢ n, in this case, since we have assumed that (1)) holds, we can be sure that
7 € competitors(r, R, n, s).

As a consequence, we have that {react(7¥) | 7 € {#,...,7},7 # r,react(r) N react(¥) # 0} C
{react(r’) | ¥ € C»3}. Then, we have a contradiction since, from the last reasoning, we can
conclude that w £ (react(r)"", {react(7) | ¥ € {7, ..., 1}, 7 # r,react(r)Nreact(¥) # 0}) but, by
hypothesis, w = CP and, as a consequence, since r € n, w | (react(r)", {react(r’) | ¥ € Cix}).
Assume now that does not exist an r satisfying (I). This implies that for each r; (withi = 1,...,7)
there exist (at least one) 7{...7% € {Fy, ..., 7} such that for j = 1, ...z;, ?; # 1i, react(?;.)ﬁreact(r,-) +
0, and ff; ¢ Cip3. Therefore, fori = 1,...,¢t and j = 1,...z;, by definition, we have that it must
be the case that s € prod(?;'.) (otherwise f";. would belong to C;) and ?j. ¢ supp(n) (otherwise
f;. would belong to C,) and, for each combination m of rules of n that could not be maximally
applied because we apply ?j., we have that prod(m) C* prod(?j.) (otherwise f*j. would belong to
(). For simplicity, let us say that a rule 7 covers a multiset m C* n iff react(m) N, react(?) =
react(n) N, react(?) and, Ym’ C* m, react(m’) N, react(?#) # react(n) N, react(?). It is
worth noting that using a rule 7 € { f’% ...?le, ...... , f’tl ...f’;} instead of rules ry, ..., ¥, to rewrite w cannot
give any w’ that does not contain s'. This is because for each multiset m of rules ry, ..., r, such that

m C* n, if 7 covers m, then |prod(?)|; C* |prod(m)|,. Therefore we have a contradiction.
O]

The second lemma states that if a multiset w satisfies p(s‘, U), then the multiset obtained after
one evolution step will satisfy the basic pattern (s', U).
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Lemma 4.2. Given a P system I1 = (V,wy,R), w € V* and a basic pattern (s', U) with s € V and
i>0,ifwk p(s',U) then YW € V* such that w —g w', it holds w' [ (s, U).

Proof. By definition, from w = p(s’, U), it follows w E p(s', {}). By applying Lemmawe can
conclude that Yw’ such that w —¢ w’, w’ 2* s'. For simplicity assume that w’ 2* s' but w’ 2* s'*!.
The more general case can be obtained by applying the following reasoning more than once.
Assume now, by contradiction, that w’ ¥ (s', U). Then, there must be the case that w' 2*
ul'scouy for {uy,...,u} = U butw 2* ul',..,uj"s'. This implies that there exists at least one
u; with j € {1,...,1} such that s € u; and o; > 0, that is u; C* w’. Consider the multiset of
rules n = 7‘17'...7,‘;” , let us assume there is just one, used to obtain w’ from w where the proper
rule 7 € Selfy 1s used to indicate that an occurrence of a molecule is left unchanged. Then
w = pred(7)”, ..., pred(7)*. Since w' 2* u; 2* s we can conclude that there exists a mini-
mal multiset of rules m C n such that prod(m) 2* u/. Note that m € AppRules(u j» R U Selfy),
therefore react(m) € Cr(R,U) and react(m) C* w. Since s € u;, there exists a rule in m, let
us call it 7, such that s € prod(7,). By react(m) C* w, we derive that also react(7) C* w.
Therefore, there exists at least one rule 7, with 4 € {1,..., p} such that 7, € supp(n) such that
w i (react(H), U, cc . (react(r)} U Cr(R, U)).
Hence, w £ A csuppen(Teact(m)™, |, ¢, {react(r)} U Cr(R, U)).

The following result comes directly from the definition of multiset patterns
Lemmad4.3. Ifw E (u,{uy, ..., us}) andw = (u,{uy, ..., us}) withunu = 0, then w = (uu, {uy, ..., uy}).

Finally, the following lemma states that if a multiset w satisfies the pattern A squpp) P(5"", U)
with u a generic multiset, then the multiset obtained after one evolution step will satisfy the basic
pattern (u, U).

Lemma 4.4. Given a P system I1 = (V,wo,R), u € V*, w € V* and a basic pattern (u, U) with
u €V, if wE Aesuppe P(8", U) then YW € V* such that w —g W', it holds w' = (u, U).

Proof. Assume that w E A couppe P(s"", U). This implies that w  p(s", U) for each s €
supp(u). By Lemma[4.2] we have that Vw’ such that w — w’, w’ | (s, U) with s € supp(u).
Therefore, we can conclude that Yw’” such that w —g w', W' | /\Sesupp(u)(s%, U). Since sllu e

lulsy

, - =0 for sy, s, € supp(u), s; # 52, by Lemma we can conclude that w' E (u, U).

s

]
Theorem 4.5. Let I1 = (V,wq,R) be a P system and let p € P be a multiset pattern. If wy
Scan(p, k) then for any wy, ..., wy such that w1,y € V" and wo =g w1 —g ... =g Wy, it holds
wi | p.

Proof. Assume that wy | Scap(p, k), the proof is by induction on the pair (p, k) considering the
order C on # X IN defined as ¥ X IN, (p1,n1) C (p2,n2) iff ny < ny or n; = n, and p, is a multiset
pattern that contains p;.

The base case is when p is a basic multiset pattern p = (u,U) and k = 0. In this case
Scan((u, U),0) = (u, U), therefore, since by hypothesis wy = Scap(p, 0) we have that wy | p.
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For the inductive case, we have that either p is not a basic multiset pattern or p = (u, U) and
k > 0. We consider these cases separately.

e p = p;Ap,. Inthis case since Scap(p, k) = Scap(p1, k)AScan(ps, k), if wy = Scan(p, k) then
wo E Scan(pi, k) and wy = Scap(ps, k). By induction hypothesis, for any wy, ..., w; such

that wie1. . € V" and wyg —g Wy —g ... =g Wy, it holds wy = p; and for any wy, ..., wy
such that wieq;_ € V* and wy —g w; =g ... =g Wy, it holds wy | p,. Hence, we can
conclude that for any wy, ..., w, such that wie;1 g € V* and wy =g wi =g ... =g Wy, it

holds wy = (p1 A p2) = p.

e p = p; V p;. In this case the proof is analogous to the previous case.

e p=(u,U)and k > 0. In this case since Scap(p, k) =
Scan( A sesuppe P™, (U1, ..o u}), k = 1), if wy | Scan(p, k) then
wo E Scan(A sesuppey P(S™, {1, ..o ur}), k — 1). By induction hypothesis, we have that for
any wiy, ..., wi_1 such that wie,_x-1y € V* and wo =g wi —g ... =g Wiy, it holds wy_;

A sesuppoy P8, {uty, ..o ug}). By Lemma we have that Yw; € V* such that w_; —g wy, it
holds wy E (u, U) = p.

[
We are now ready to state the main result of this paper based on Theorem {.5]

Corollary 4.6 (Sufficient Condition). Let IT = (V, wy, R) be P system and u € V*. If wy £ Scn(u, k)
then for any wy, ..., wy such that wie;1 ) € V" and wog —g Wi =g ... =g Wy, it holds u & wy.

Proof. Since Scp(u, k) = Scan((u, {}), k), if wy E Scp(u, k) then we have that wy | Scap((u, {}), k).
By Theorem .5 we have that for any wy, ..., wy such that wiei_i € V- and wg =g wi =g ... =g

.....

Wy, it holds wy = (u, {}). By definition of multiset pattern note that wy = (u, {}) iff w, 2" u. O

The corollary essentially states that the pattern computed by the Scyy operator is a sound suffi-
cient predictor.

Corollary [4.6] proves a righthand implication, that is, if an initial state of a P system satisfies
Scr(u, k) then it will surely lead after k steps to a multiset that contains u. The left-hand implication
does not hold for any P systems. Indeed, there can be multisets that do not match the pattern but
still always lead to the presence of u after k steps (see, for example, the discussion of Example 4.6|
at the end of Section[4.3).

However, the left-hand implication may hold in some special cases. We can prove that left-
hand implication of Corollary 4.6/holds for P systems containing non-cooperative rules only either
when k = 1 or for any £ when the system has the additional property of being strong reversible
(18, [19].

Lemma 4.7. Consider a P system with non-cooperative rules I1 = (V,wy,R). Let w € V* be a
multiset. If for all w' such that w —g W’ we have that s C* w’, for some s € V and i > 0, then

w E p(s', {}).
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Proof. First note that in this case v — v € Self if and only if there does not exists any rule v — u
withve Vandu € V*.

Assume that for all w’ such that w — w’ we have that s C* w’. Between all the multiset of
rules in R U Self, that rewrite w in a maximal way, choose one multiset 7 of rules that produce s’
and that satisfies the following conditions:

(i) Vr € supp(n) there does not exists ' € supp(n) such that react(r) = react(r’),

(ii) Vr € supp(n),¥ € R such that react(r) = react(’) and s € prod(+’) we have that
prod(r); < prod(r’),

(iii) » is minimal, i.e. ¥n’ C* n, n’ does not produce s'.

Note that we can always find an n satisfying (i), (ii) and (iii) since if react(r) = react(r’) implies
that if w 2 react(r) then w 2 react(r’). Since the multiset of rules n are used to rewrite w, we
can conclude that react(r;)"....react(r,,)" <* wfor ry, ...., 1, € supp(n).

Observe that n € AppRules(s’, R U Selfy), since all possible rewritings of w lead to the produc-
tion of 5. Consider now the following multiset pattern:

A (eact()'™, U (react(r)} U Cr(®. ). (2)

resupp(n) r’ecompetitor;(r,R,s)Ucompetitor,(r,R,n)Ucompetitor;(r,R,n,s)

Since Cr(R, {}) = {}, we can rewrite multiset pattern [2|as follows,

(react(r)"", U {react(r’)}. 3)

resupp(n) r’ecompetitor;(r,R,s)Ucompetitor,(r,R,n)Ucompetitors(r,R,n,s)

We now prove that Vr such that r € supp(n),

competitor,(r,R, s) U competitor,(r,R,n) U competitor;(r,R,n,s) = 0.

Indeed, " ¢ competitor,(r, R, s), this is because otherwise there would exist a maximal rewriting
of w using rule 7’ instead of rule r but not producing s’ (see condition (iii)). Moreover, condition (i)
implies that »’ ¢ competitor,(r, R, n), while condition (i1) implies that ¥’ ¢ competitor;(r, R,n, s).
Therefore multiset pattern (3)) boils down to be

/\ (react(n", {}). )

resupp(n)

Since react(r))"n ... react(r,)"= C* w for ry, ..., r,, € supp(n) and multiset pattern [3|is equiv-
alent to [ we can conclude that w models multiset pattern 2] The last step consists of observing
that multiset pattern [2[is one of the multiset of the disjunction p(s’, {}), therefore, since we have
prove that w models [2| we have that w | p(s, {}). O

Theorem 4.8. Consider a P system with only non-cooperative rules I1 = (V,wg,R). Let w € V* be
a multiset. If for all w' such that w — W we have that u C* w’, for some multiset u € V*, then

w E Scn(u, 1).
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Proof. Consider u = s‘l"...s,‘;’” where s1, ..., 5,, € supp(u). Since for all w; such that w —, w; we
have that 5" C* w’ for i € {1,...,m} then, by Lemma we have that w = p(s?', {}). Therefore,
W E Asesuppan P(87 {1). Then, by definition, we have that w | Scr(u, 1). ]

When the P system is also strong reversible, i.e. each configuration can be obtained by at most
one single previous configuration, we can prove the following.

Theorem 4.9. Consider a strong reversible P system with non-cooperative rules I1 = (V,wy, R).
Let w € V* be a multiset. If for all wy,...,wy such that w —g wy —g ... =g Wy we have that
u C* wy, for some u € V¥, then w = Scp(u, k).

Proof. The proof is by induction on k.

Base case: The base case is when k = 1. In this case by applying Theorem [.§] we have that
w E Scn(u, k).

Inductive case: In this case consider the single configuration wy_; such that w,_; —x w;. We
have that w —g w; —g ... =g Wiy in k — 1 steps. Consider the set C = {react(n) |
n € AppliedRules(u,R)}. Since P is strong reversible and therefore each configura-
tion can be obtained by at most one single previous configuration, we have that VYn,n" €
AppliedRules(u, R), react(n) = react(n’). Moreover, react(n) C* wi. By inductive
hypothesis, we have that w = Scp(react(n), k — 1).

We are left to prove that Scp(react(n),k — 1) is equal to Scp(u, k). Note that Scp(u, k) is
defined as

SCH(/\sesupp(u) (\/neAppRules(si,RUSel}‘R) (/\resupp(n)(reaCt(r)lnlr, Ur’ecm{reaCt('J)}))) 5 k — 1)
The first observation is that the pattern

/\sesupp(u) (\/neAppRules(si,RUSeljk) (/\resupp(n)(reac-t(r)lnlr’ Ur’eC123{reaCt(r,)})))

can be simplified in

/\s€supp(u) (/\resupp(n)(reac-t(r)lnlr9 Ur’€C123{reaCt(r,)}))a

for a unique n € AppliedRules(s’, R U Self,) since multiset s' can be obtained by at most
one single previous multiset. Moreover, since Ywy such that wy,_; — w; we have that
u C° wy, together with the assumption that the P system is strong reversible, allow us to
further simplify the latter pattern in

/\sesupp(u) (/\resupp(n)(react(r)lnlr)~

The last step consists in observing that all rules are non cooperatives, therefore, for a rule r
involved in the production of s' C* u and a rule 7’ involved in the production of v/ C* u with
s # v, react(r) N react(r’) # 0 implies that prod(r) = prod(r’) 2" sv.

Hence, in this case A jcquppan ( /\,esupp(n)(react(r)m") = react(n). This allows us to conclude
that in this case Scp(react(n), k — 1) is equal to Scy(u, k).

]
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5. Necessary Predictors

As before, we propose a methodology based on multiset patterns to compute necessary condi-
tions for the presence of a multiset u after k evolution steps of a given P system. The necessary
condition will be expressed as a pattern (called necessary predictor) to be satisfied by the initial
multiset w of the P system.

To devise necessary conditions for a multiset u to be present after k steps is a much more easy
task because competition between rules does not need to be taken into account when considering
all the ways a multiset containing u can be obtained.

Example 5.1. Consider again the P system Ils = ({A,B,C,D, E, F}, w(s), Rs) where the evolution
rules in Rs, depicted in Fig.[5 are

ro: AB—> D r: BD—-C rn: ED— B

In order to obtain the pattern expressing the necessary conditions for the presence of DC after
one step, intuitively we have to consider all the ways we can obtain the multiset DC after one step.
Therefore, the necessary multiset pattern is obtained by considering all the possible combination
of rules that evolves into a multiset containing molecules DC without considering competitions
between rules. In this case the required pattern is given by (DC,{}) vV (ABC,{}) v (DBD,{}) Vv
(ABBD,{}). Note that since competition between rules is ignored, in order to obtain CD we do
not need to consider the production of C and D separately. This will simplify the definition of the
operator that computes the necessary predictor.

It is easy to see that if the initial multiset wg evolves into a multiset containing CD then the
initial multiset has to contain at least one multiset between DC, ABC, DBD or ABBD, as required
by pattern (DC,{}) V (ABC,{}) V (DBD,{}) V (ABBD, {}).

When interested to the pattern expressing the necessary conditions for the presence of DC
after two steps, we simply have to find all ways each simple pattern can be obtained. In this
case, the pattern expressing the necessary conditions for the presence of DC after two steps is
(DC,{) vV (ABC.{}) vV (DBD,{}) V (ABBD, {}) V (DEDD, {})).

Note that when interested in the presence of a multiset u after a given number of steps, neces-
sary conditions can be used to devise, through complementation, initial multisets that will never
evolve in the required number of steps into a multiset containing u. Indeed, in the previous exam-
ple we can be sure that if a multiset does not contain neither DC nor ABC nor DBD nor ABBD
then it will not able to evolve into a multiset containing CD.

We can now give the definition of the operator Ncp; that computes the necessary predictor. As
for the case of sufficient conditions, the definition is given inductively on the order C on X IN.

Definition 5.1. Let [T = (V,w,R) be a P system. We define a function Ncy; : V* X N — P as
follows:
NCl‘I(u, k) = Ncaﬂ((u, {})7 k)

where the auxiliary function Ncap : P X IN — P is recursively defined as follows:
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Nean((u, {1),0) = (u, {})
Ncan(p1 V p2, k) = Nean(p1, k) V Nean(pz, k)
Ncan(pi A pa2, k) = Ncan(pi, k) A Nean(pa, k)
Ncan((u, {}), k) = Ncan( \/ (react(n),{}),k—1)

neAppRules(u,RUSelfr)

Lemma 5.1. Given a P system Il = (V,wy, R), u € V*, w' € V* and a basic pattern (u, {}) with u €
V=5 ifw' E (u,{}) then Yw € V* such that w —g W', it holds that w | '\ ,epprutes(uruseif,) (f€aCt(n), {}).

Proof. We prove that w 2* react(n) for at least one n € AppRules(u, RUSelfy). Since w’ = (u, U)
we have that w' 2* u. Now since w —x w’, consider the multiset n of rules of R U Self, that
when applied to w gave u C* w’, where if a molecule s was not produced by a rule but it was
already present in w we consider the self rule s — s in n. Since n was the multiset of rules that
was actually applied to w in order to obtain w’, we can conclude that react(n) C* w. Hence,

w |: \/neAppRules(u,RUSelfR)(reaCt(n)’ {})
O]

Theorem 5.2. Let I1 = (V,wy,R) be P system and let p € P be a multiset pattern where the
second element of the pair is always the empty set. If w; |= p then for any wy, ..., wy such that

.....

Proof. Assume that wy = p, the prove is by induction on the pair (p, k) considering the order C on
P x IN.

Base case: The base case is when p is a basic multiset pattern p = (u, {}) and k = 0. In this case,
by hypothesis wy = p, since Ncap(p, 0) = p, we have that wy = Ncap(p, 0).

Inductive case: Here we have that either p is not a basic multiset pattern or p = (u,{}) and k > 0.
We handle these cases separately.

e p = p; A py. In this case, if w;, | p this implies that w, = p; and wy = p,. By
inductive hypothesis, for any wy, ..., wy_; such that wie;1 5 € V* and wy =g w; =g

.....

. =g Wy, it holds wy | Ncap(pi, k) and for any wy, ..., wi_; such that wiey, 4 € V*
and wy —g w; —g ... =g Wy, it holds wy | Ncap(p,, k). Hence, since Ncap(p, k) =
Ncay(pi, k) A Ncap(pa, k), we can conclude that for any wy, ..., wy such that wie;; 5 €

V*and wy =g wi =g ... =g Wy, it holds wy E Ncap(py A pa, k) = Ncap(p, k).

e p = p; V pp. In this case since w; | p then either w; = p; holds or w, E p»
holds. Without losing generality assume that w; | p;. By inductive hypothesis, for
any wiy, ..., wi such that wieq; gy € V* and wy —g Wy —g ... =g Wy, it holds wy

Ncap(pi, k). Hence, we can conclude that for any wy, ..., w; such that wig
and wg =g W —g ... =g Wy, it holds wy E Ncap((p; V p2), k) = Ncap(p, k).

.....
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e p = (u,{}) and k > 0. In this case by hypothesis, w; = p. By applying Lemma[5.1] we
have that wi_; F V seapprutesquruserr, (feact(n), {}). By inductive hypothesis, we have

that wo | Ncan(V seapprutesw,ruser, (feact(n), {}), k — 1).
By deﬁnition’ NcaH(\/neAppRules(u,RUSelfR)(reaCt(n)a {})ak - 1) = NC&H((M, {})’ k) This
concludes the proof.

[]

Corollary 5.3 (Necessary Condition). Let IT = (V,wy, R) be P system and u,w, € V*. If there
exists a wy such that wy 2" u, and wy =g Wi g ... =g Wy, then it holds that wy E Nen(u, k).

Proof. Assume that wy = u, by Theorem[5.2] we have that for any wy, ..., wy such that wie;;, x-1) €
V*and wg =g Wi =g ... =g Wy, it holds wy E Ncap(u, {}, k). Since Nc(u, k) = Ncan((u, {}), k),
we have that wy = Scp(u, k). This concludes the proof. L]

Once more, Corollary [5.3| proves a righthand implication, that is, if there exists a wy such that
wo —r Wi —r ... =g we and wi E (u,{}), then it holds that wy | Ncp(u, k). In general the
left-hand implication does not hold, that is, there might exist wy modelling Ncp(u, k) that do not
lead to the production of u in k steps.

Example 5.2. Consider a P system with just one rule AB — D. By definition, Ncp(A, 2) = (A, {}).
Consider the multiset AB and note that AB | Ncp(A,2). However, there does not exists any
maximal rewriting of AB than leads to the production of A in two steps.

The left-hand implication of Corollary [5.3] holds for P systems with non cooperative rules.
This time without any further restriction.

Theorem 5.4. Let I1 = (V,wy, R) be P system with non-cooperative rules and let u,wy € V*. If
wo E Nen(u, k) then there exists a wy such that wy, 2* u, and wy —g W1 =g ... =r Wi

Proof. As we have already pointed out, in this case v — v € Selfy if and only if there does not
exists any rule v —» yu withv € Vand u € V*.
Assume now that wy = Ncpy(u, k), the prove is by induction on k.

Base case: The base case is when k = 1. In this case, by definition,
Nean((u, {}), 1) = Ncan(V eapprutesarusery) (Feact(m), {1, 0) = V eapprutesw.ruser, (feact(n), {}).
By hypothesis we have that wy = Nen(u, 1) =V ,eapprutesquruser,) (T€act(n), {}). Then there
must exists at least one n € AppRules(u, R U Selfy) such that wy | react(n). Since a rule,
in this case a self-rule v — v is introduced in Self iff there does not exists any rule r’ € R
such that react(r’) = v, we can conclude that wy —z w; where if a self rule v — v is used
in the multiset of rules n then it means that v is left unchanged.

Inductive case: In this case, by definition,

NC&H((M, {})» k) = NCaH(\/neAppRules(u,RUSelfR)(reaCt(n)a {})a k — 1) and
Ncan(\/nEAppRules(u,RUSelfR)(reaCt(n)’ ., k=1) \/neAppRules(u,RuSelfR) Ncap(react(n), {}). By hy-
pothesis we have that
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wo I Nen(u, 1) = Nean((u, 11),K) = V yeapprarestuukusesy Noan(react(n), {}1). Then there must
exists at least one n € AppRules(u, R U Self) such that

wo | Ncap(react(n),k — 1). By inductive hypothesis, we have that wy —g .... =g Wi_1.
Since n € AppRules(u, R U Selfy), we can conclude that wy —¢ .... =g wi_1 = Wy, where
if a self rule v — v is used in the last step then it means that v is left unchanged, and w; 2* u.

This completes the proof. ]

6. Applications of Predictors

6.1. P Systems as Language Acceptors

Let us consider again the example of the multiset language consisting only of the multiset
A3 discussed in Section 3| An acceptor for such a language can be represented by the P system
Il = {0,A, T, F}, wg,R6), where Rg consists of the following rules:

o . OA%—>T ry TA > F

The acceptor works by assuming that [wilo = 1 and [wily = [WSlr = 0. If {4 = 3, then in one
step T is produced and it is left unchanged in the second step (actually, the P system terminates
after one step). If Iwgl a4 # 3, then either T is not produced, or it is replaced by F in the second step.
As a consequence, T will be present after two steps iff [w§l4 = 3.
Let us compute the sufficient predictor of 7" in two steps for the P system Il by applying the
Scy, operator:
Scr (T, 2) = Scar, (T, {}), 2) = Scan, ((0A”, {TA}) V (T {TA}), 1)

= Sca ((OA%,{TA)), 1) V Scan, (T, {TA}), )

= Scay, ((0A”{TA, 0A*)),0) V Scayy, ((0A® {TA, OA™) v (T.{TA}),0)

= Scary, ((0A%,{TA, 0A*)),0) V Sca, ((0A®,{TA, 0A*)),0) V Scan, (T, {TA}),0)

= (0A*,{TA, 0A*}) v (OA*,{TA, OA*}) v (T, {TA})

= (0A%,{TA, OA*}) v (T, {TA}).
Assumptions [w§lr = 0 allow us to simplify the obtained pattern into (OA®, {OA*}). Using now

the assumption |w8|0 = 1 allows us to model the language A°.
We now compute the necessary predictor of 7" in two steps by applying the Ncy, operator:

Ne (T, 2) = Neay, (T, (), 2) = Nean, ((0A*, {}) v (T, {}), 1)
= Neay, (OA®, {)), 1) V Near, (T, {}), 1)
= Neayy, ((0A%, {}),0) V Neayy, (7, {}), 0)
= (0A°,{) v (T, {).

Such pattern can be used to devise initial multisets that will never be able to evolve into mul-
tisets containing molecule 7. Indeed, if a multiset wg £ Ncp (7, 2) then we can conclude that it
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cannot evolve in two steps into a multiset containing molecule 7. In this case, we are sure that
initial multisets wg such as 0, A or AA cannot evolve into multiset containing 7', thus assuring that
the presence of 7" depends on more than two occurrences of molecule A.

We now consider an acceptor for the language A"B". As in Section [3| we start by focusing on
the complement of A”B", namely A"B" with n # m. LetI1; = {0, D,A,B,C, T, F},wy,R;) be a P
system where rules in R; are:

ro: AB—-C r: AD—>T mn: BD—T r3: O—-D rs: FT > T

Let us assume that the initial multiset w] contains exactly one F, one O and no instances of 7 and
of D, namely |[wj|r = wjlo = 1 and [w]lr = [wilp = 0. Under such an assumption, the evolution
I1; is as follows: in the first step a maximal number of AB pairs are consumed by rule r, and, at
the same time, molecule O is transformed into molecule D by rule r;. In the second step, if either
some A or some B is still present, that is if the number of A was not the same as the number of
B in the initial multiset, then one instance of T is produced by either r; or r,. If T is produced, it
causes F to be removed in the third step due to the application of rule r4,. As a consequence, after
three steps molecule T is present iff the initial multiset contained different numbers of A and B.
Otherwise, molecule F is present instead of 7.

Let us compute the predictor of T after three steps for the P system II; by applying the Scyy,
operator:

Sc, (T, 3) = Scan, (T, {1), 3)

= Scar, (T, {) v (FT,{}) v (BD,{AB}) vV (AD, {AB}),2)

= Scary, (T, {}),2) V Scar, (FT, {}),2) V Scar, (BD, {AB}),2) V Scar,((AD, {AB}), 2)

= Scary, (T, {}), 1) V Scay, (FT, {}),1) V Scar, (BD, {AB}), 1) V Scar,((AD,{AB}), 1)
V Scary, ((BO, {AB}), 1) V Scary,(AO, {AB}), 1)

= Scar, (T, {}), 0) V Scar, ((FT, {}),0) V Scar, (BD, {AB}),0) V Scar, ((AD, {AB}), 0)
V Scary, ((BO, {AB}),0) V Scary, ((AO, {AB}), 0)

= (T, {) vV (FT,{}) vV (BD,{AB}) V (AD,{AB}) V (BO,{AB}) V (AO,{ABY})

= (T.{}) vV (BD,{AB}) vV (AD,{AB}) V (BO,{AB}) V (AO,{AB})..

Note that pattern (7, {}) vV (FT, {}) can be simplified to (7', {}) because T C* FT:

The assumptions on the absence of 7 and D and on the presence of O in the initial multi-
set make the obtained pattern equivalent to (B, {AB}) V (A, {AB}), that is exactly the pattern we
identified in Section [3|for A" B™ with n # m. Moreover,

NCH7(T’ 3) = NC&H7((T, {})’ 3) = NC&H7((T, {}) \ (FTs {}) \4 (BD, {}) \4 (AD’ {})’ 2)
=T )V FET{HVBD,{})V(AD, vV (BO,{HV (A0, {})
=(T.{) v (BD,{}) V(AD,{}) v (BO,{}) V (AO.{}).
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Again, the assumptions on the absence of 7' and D and on the presence of O in the initial multiset
make the obtained pattern equivalent to (B, {}) V (A, {}) that allows us to say that any pattern that
does not contain neither molecule A nor molecule B cannot cause the production of 7.

For the same P systems I1;, let us now compute the predictor for the presence of F after three
steps. This actually should be a pattern characterising A”B" (that, as we have seen in Section
cannot be expressed by the current version of multiset patterns).

Sci, (F, 3) = Scan, ((F, {1),3) = Sca, (F,{FT}),2) = Scan, ((F, {FT, FAD, FBD, FFT}), 1)
= (F,{FT,FAD,FBD,FFT,FAO, FBO)).

From the assumption on the absence of 7" and D in the initial multiset we have that the obtained

pattern corresponds to (F, {FFAO, F BO}). Moreover, from the assumption on the presence of F and
O we can conclude that the pattern is actually satisfied only when |w(7)| 4 = |wg| s = 0. Hence, the
pattern is a correct predictor (since A°B° belongs to the A"B" language), but it does not capture all
the initial multisets that would lead to the presence of F in three steps.

The pattern obtained by the proposed operator represents a sufficient condition for the presence
of some molecules after a given number of steps. The last example shows that there are cases
in which a complete condition (without false negatives) cannot be expressed with the current
definition of multiset patterns. However, the limited expressiveness of multiset patterns is not
the only reason for the incompleteness of the Scy; operator. Indeed, there are also cases in which
the operator fails in computing a complete pattern, even if such a pattern could be expressed. We
have shown this kind of situations in Example [4.6|

6.2. An Application to Gametogenesis

Lake frog (Pelophylax ridibundus Pallas, 1771) and pool frog (Pelophylax lessonae Camer-
ano, 1882) can mate producing the hybrid edible frog (Pelophylax esculentus Linneus, 1758). The
edible frog can coexist with one or both of the parental species giving rise to mixed populations.
Usually the genotypes of P. ridibundus, P. lessonae and P. esculentus are indicated by RR, LL,
and LR, respectively. In Europe there are mainly mixed populations containing P. lessonae and
P. esculentus, called L-E systems. Hybrids in these populations reproduce in a particular way,
called hybridogenesis. Hybridogenesis consists in a particular gametogenetic process in which
the hybrids exclude one of their parental genomes, and transmit the other one, clonally, to eggs
and sperm. This particular way of reproduction requires that hybrids live sympatrically with the
parental species the genome of which is eliminated. In this way hybrids in a L-E system eliminate
the L genome thus producing P. esculentus when mating with P. lessonae, and generating P. ridi-
bundus when mating with other hybrids. Usually P. ridibundus generated in L-E complexes are
inviable due to deleterious mutations accumulated in the clonally transmitted R genome. Because
of inviability of P. esculentus X P. esculentus offspring, edible frog populations cannot survive
alone, but they must act as a sexual parasite of the parental species P. lessonae. In L-E com-
plexes, the reproductive pattern is the one described in the following table, where the subscribed y
indicates the male sexual chromosome.
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LL LR

LL |LL LL| LR LR

L,R LR RR not viable

Note that the y chromosome, determining the sex of males, can occur only in the L genome, due
to primary hybridization which involved, for size constraints, P. lessonae males and P. ridibundus
females. The table shows that only one of the three possible matings resulting in viable offspring
produce LL genotypes.

In [24] 25] 26] we studied the dynamics of frog populations by varying a set of biological
parameters. Here we propose a simple example inspired by hybridogenesis in L-E complexes. We
assume to have P. esculentus males and females, represented by Pg and Pg, respectively, and P.
lessonae males and females represented by P?z and Pf. For the sake of simplicity we assume

that each frog produces a single gamete. In particular, P. esculentus males produce RS gametes,
while P. esculentus females produce R% gametes; P. lessonae males produce either LS or L;Dz
gametes, and P. lessonae females produce only L% gametes. Gametes combine for producing the
next generation of frogs.

The example is formalised by the P system Ilg = (Vpr()gs,wg,RF,,,gS) where Vg, contains
all the molecules representing individual frogs and gametes, and the set R, consists of the
following evolution rules:

Py - RY Jy P - LY P > LY P} - L%
LTLR — P? LIR? - P¥ RIL? - P? L91% - PY
LIR? - PY RIR? — 0

We want to check the possibility to obtain a particular frog in two steps. We assume to start from
an initial configuration containing only frogs. This will allow us to discard all patterns which
consider the possibility to have gametes in the initial situation.

First we check whether there is an initial configuration which gives the certainty to obtain a P.

esculentus male, Pg , In two steps. We have:

Scny(PY.2) = Scan, (P, (1), 2) = Scan, (LY R?, (LT L?, RTR?}), 1)
= Scany(PY (P, PSP, LI L2, ROR2, PY PI) A (PR PSP, LI LS, RIRS, PY PE)),0)
= false A (P}, { PY PY)) = false

In the last step, the first operand of the A operator is always false. Thus there are no initial
multiset of frogs which can ensure the production of a P. esculentus male. Recall that a P. escu-
lentus male can be obtained only by a P. lessonae male producing the gamete L;Dz . Unfortunately

P. lessonae males could all produce the LS gamete and no L§>Z .
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Then we compute the necessary predictor to detect the conditions that cannot surely allow us
to obtain a P. esculentus male in two steps.

Ner, (P, 2) = Neap, (P, (1), 2) = Nean, (LS R?, (}), 1) = Nean, (P PF. {1),0) = (P P}, {))

This tells us that the only way a P. esculentus male can be obtained is starting with a P. esculen-
tus female and P. lessonae male. Even if this will not ensure the production of a P. esculentus male
in two steps, it is the only possibility: any other combination will surely not lead to the required
product.

Let us now consider the production of a P. esculentus female, PQ, in two steps:

Scry(PE,2) = Scan(PE, {)),2)
= Scan, (LI R? (LY L?, LY R?,RIR?)) v (RI L? (LY L?, LI L? RIR?}), 1)
= Scan, (LY R?{LY L?, LI R?,RTR?)), 1) v Scap, (RS L7 {LS L?, LY L?, R R¥}), 1)
= Sca, (P, {PT,..)) A (PR, { ..})),0)

v (Scan,(PY (P P}, PSP, PY PR, LT 12,1912, RI R?)),0)

A Scany (P}, (PSP, PS PE, PY PE, LT 12,19 L2, RI R?)),0))

= false v (PY,(PS PE) A (P}, (PT PF))

The pattern (Pg, {Pgz Pg}) A (PQ, {P?z Pf}) is satisfied by multisets containing both more P. escu-
lentus males than P. esculentus females and more P. lessonae females than P. lessonae males. For
example an initial multiset containing two P. esculentus males, one P. esculentus female and two
P. lessonae temales will produce at least one P. esculentus female in two steps.

By computing the sufficient predictor we discover the conditions that cannot surely allow us to
obtain a P. esculentus female in two steps:

Nen, (P, 2) = Near (P, {1), 2) = Nean, (LS R, (1) v (RS L, (1), 1)
= Near, (LY RS, (}), 1) V Nean, (RF L2, {}), 1) = Near, (PS PY. { }),0) V Near, (PS PF. (}), 0)

L E’ E " L°
= PIPE () Vv (PTPT 1D

This tells us that the different ways in which we could produce an P. esculentus male. If we do
not have at least one P. esculentus male and one P. lessonae females or one P. esculentus male and
one P. lessonae females we can not have any P. esculentus male in two steps.

6.3. An Application to Genetics

In cats, the red variants (red or cream) of coat color is due to a gene called O. The O allele
of such a gene induces phaeomelanin (red pigment) to completely replaces eumelanin (black or
brown pigment). The gene is a mutation of the wild o allele which codes for the non-red color
(brown, black, blue, ...).
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The O gene is sex-linked being located on the X chromosome. Males have only one X chromo-
some, so they have only one allele of this gene: O results in red color, and o results in non-red coat.
Females have two X chromosomes, thus they have two alleles of the gene. OO results in either
red or cream females, oo results in non-red females, and Oo results in tortoiseshell (or blue-cream
when the color is diluted) cats, in which part of the coat color is determined by the O allele and
part by the o one. The reason for this expression of alleles is X — inactivation, a process by which
one of the copies of the X chromosome is inactivated in cells. The choice of which X chromo-
some will be inactivated is random during the embryos development, but once an X chromosome
is inactivated it will remain inactive throughout the lifetime of the cell and its descendants in the
organism. Therefore, since Y is the males sex chromosome, Xy is a X chromosome with the O
allele, and X, is a X chromosome with the o allele, we have the following kinds of cats.

(YXo) red male

(YXx,) non-red male
(XoXp) | redfemale

(XoX,) | tortoiseshell female
(X,X,) | non-red female

In the following table are depicted the possible offspring of cats with different genetics.

(X0Xo) (Xo0X,) (XoX5)

YXo) | (YXo) XoXo) | (¥YXp) (YX,) (XoXo) (XoX,) | (YX,) (XoX,)

(YX()) (YXO) (X()XO) (YXO) (YXO) (XOX()) (XnXo) (YX()) (X()Xo)

For example, a red male and a tortoiseshell female can produce either a red or non-red male or
a red or tortoiseshell female.

The example is formalised by the P system Iy = (Vys, wg, Rcuis) where Ve, contains male
and female cats with different colors, represented by the combination of the ¥ chromosome and
the two different version of X chromosome, and the set R, consists of the following evolution
rules representing the different possibilities of the previous table:

(YXo) (XoXo) — (¥YXp) (YXo) (XoXo) — (XoXo) YXo) (XoX,) — (¥YXp)
(YXo) (XoX,) — (¥X,) YXo) (XoX,) — (XoXo) (YXo) (XoX,) — (XoX,)
(YXo) (X,X,) — (¥YX,) YXo) (X, X,) — (XoX,)

(YX,) (XoXo) — (¥YXo)  (¥X,) (XoXo) — (XoX,) (YX,) (XoX,) — (¥YX,)
(YXO) (XOX(J) - (YXO) (YX()) (XOXO) - (XOX()) (YX()) (XOX{)) - (X{)X())
YX,) (X,X,) — (¥X,) YX,) (XoX,) — (XoX,)

Assume we are interested in having a red female after one, two or three generation. By com-

puting the necessary predictor, we discover the conditions that may allow us to have a red female
in one generation:
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Nen, ((XoXo0), 1) = Neap, (XoXo), {1, 1) = Necap, (Y X0)(XoX,), {}) V (YX0)(X0X0),{})),0)
= Neay, (Y X0)(X0X,), {}), 0) V Ncay, (Y X0)(X0X0), {}), 0)
= ((YX0)(X0X,), {}) V (YX0)(X0X0), {}).

The predictor tells us that the only possibility for having a red female after one generation is to
start with a red male and either a tortoiseshell or red female. No other combination of parents can
lead to the generation of a red female. Indeed, it is not possible to generate a red female starting
either with a non-red male or with a female not having at least one O allele.

Computing the sufficient predictor for allowing us to have a red female in two generations, we
obtain:

Nen, ((XoXo), 2) = Nean, ((XoXo), {1, 2) = Nean, (Y X0)(XoXo), {}) V (Y X0)(X0X0), (D, 1)
= Nean, (Y X0)(XoXo), {}), 1) V Nean, (Y Xo)(X0Xo), {1, 1)
= Neap, (YX0)(XoX0)(YX0)(X0Xo), {}) V (YX0)(XoX0)(Y X0)(X,X,), {})
V (YX0)(XoX0)(YX,)(XoX0), {}) V (YX0)(XoX0)(Y X,)(X0Xo), {})
V (YX0)(XoXo)(YX0)(X0X,), {1 V (YX0)(XoXo)(Y X0)(XoX0), {1
V (YX0)(XoXo)(YX,)(X0X0), {}) V (YX0)(XoXo)(YX,)(X0Xo), {})
V(Y X,)(X0X,)(YX0)(X0Xo), {D) V (YX,)(X0Xo)(Y X0)(XoXo), {})
VA ((YX)(Xo X, )(YXo)(X0X0), {}) V (YX,)(Xo X )(Y X,)(X0Xo), {1), 0)V
Nean, (YX0)(XoX0)(YX0)(X0X,), {}) V (YX0)(XoX0)(YX0)(XoXo0), {})
V (YX0)(XoXo)(YX0)(X0Xo), {}) V (Y X0)(XoXo)(YX0)(X0Xo0), {})
V (YX)(XoX,)(YX0)(X0X,), {}) V (YX,)(X0Xo)(YX0)(X0X0), {})
V (YX0)(XoX0)(YX0)(X0X,), {}) V (¥YX0)(XoX0)(YX0)(X0X0), {}),0)
= ((YX0)(X0X0)(YX0)(X0X,), {}) V (YX0)(XoX0)(Y X0)(XoXo), {})

V (YX0)(XoX0)(YX,)(X0X0), {}) V (YX0)(XoX0)(YX,)(X0X,), {})
V (YX0)(XoXo)(YX0)(X0X,), {}) V (YX0)(X0X0)Y X0(X,X,), {})
V (YX0)(XoXo)(YX,)(X0X0), (D) V (YX0)(XoX,)(YX,)(X0X,), {}
V (YXp)(XoXo)(YX0)(X0X,), {}) V (YX,)(X0Xo)(YX0)(XoX0), {})
V(Y X,)(X0X,)(YX,)(X0X0), D) V (YX,)(X0Xo)(YX,)(X0Xo), {})
V ((YX0)(XoX0)(YX0)(X0X0),{}) V (YX0)(XoX,)(Y X0)(X0X0), {})
V (YX,)(X0X,)(YX0)(X0Xo), (D) V (YX,)(XoXo)(Y X0)(X0X0), {})

)

This new predictor tells us all the ways in which four cats can generate in two generations
a red female. Since we have modelled a situation where each pair generates just one Kkitten, the
conditions that we obtain says that four distinct (grandparents) cats are necessary. Actually, it is
not mandatory that the cats are all distinct. For example, in the multiset (¥ X,)(XoX,)(Y X,)(X0X,)
the cats involved can be just two, because one pair of cats can generate more than one kitten.
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Figure 6: An example of gene regulatory network.

Moreover, the multiset (Y X,)(XoX0)(Y X0)(X,X,) can represent only three cats, since the red male
can be involved in two different matings.

If we observe two generations of cats, it is possible that non-red males generate a red female if
they mate with red or tortoiseshell females (see the pattern ((YX,)(XoX,)(Y X,)(X0X,),{})). Indeed,
a black male that mate with a tortoiseshell female can generate either a red male or a tortoiseshell
female, which, in the next generation may generate a red female. Note that, it is not possible for a
red male and a non-red female to generate a red female in two generations; in the predictor there
is not a pattern of the form ((YXo)(X,X,)(YX0)(X,X,), {}), but all patterns involving a pair of red
male and a non-red female ((YX)(X,X,)) also involve a pair of either black or red male and either
tortoiseshell or red female (see for example the pattern ((YX,)(XoX,)(YX0)(X,X,), {})).

If we ask for the sufficient predictor for having a red female in three generations we obtain
a disjunction of multiset patterns expressing conditions on eight cats. It is easy to see that one
member of the disjunction Nc, ((XpXp), 3) 1s the pattern
(YX0)(X, X)) (Y X0)( X, X,)(Y X0) (X, X,)(YX0)(X,X,),{}). Such pattern tells us that, finally after
three generation, a red female can be obtained even starting from a pair of cats formed by a red
male and a non-red female. It is worth noting that no sufficient predictor can be useful in this
case. Due to the non-determinism, there are no conditions that assure us that a particular kitten is
generated. Indeed, Scyy,(cat, k) = false for cat € {(YX,), (YXo0), XoXo0), (X0X,), (X,X,)} and for
all k. Intuitively this is because the same pair of cats can generate several kinds of kittens.

6.4. Application to Gene Regulatory Networks

Gene regulatory networks are networks of interactions among genes of the same cell aimed at
regulating the activation of specific cell functionalities. More specifically, in a regulatory network
each active gene can either stimulate or inhibit the activation of a number of other genes. Moreover,
the activation of some genes is also usually influenced by other factors such as the availability
of some substances in the environment or the reception of a signal form neighbour cells. As a
consequence, gene regulatory networks can be seen as the mechanisms that allow a cell to react to
external stimuli. When a stimulus is received, it usually changes the activation state of few genes.
This causes, through the regulatory network, a chain of changes in the activation states of other
genes, allowing a new configuration of active genes to be reached.

A gene regulatory network is often represented as a graph like the one in Fig. [6] Nodes of the
graph represent genes and edges represent interaction. Arrows represent the way genes influence
each other. An arrow form a node X to a node Y means that the gene represented by X influences
the activation of the gene represented by Y. If the arrow is normal, it means that X stimulates the
activation of Y. On the other hand, if the arrow is T-shaped, it means that X inhibits the activation
of Y. What happens when the same activation of a gene is concurrently stimulated and inhibited
by other genes can be different for different genes.
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Gene regulatory networks can be modelled in many ways (see [27/] for a survey on this topic).
Modelling techniques can either deal with only the qualitative aspects of such networks (treating
them essentially as logic circuits), or can describe also the quantitative aspects, such as the rates of
the interactions. The latter approach is for sure more precise, but requires many additional details
of the networks dynamics to be taken into account, such as the rates of transcription into RNA
and the translation into proteins of each involved gene. Qualitative models are often sufficient to
reason on the behaviour of the regulatory networks, although with some degree of approximation.

In the qualitative modelling setting, one of the most successful modelling frameworks for
gene regulatory networks are boolean networks. The idea is that each gene is described as a
boolean variable the value of which represents the gene’s activation state. Moreover, each gene is
associated with a boolean function used to compute the value of the variable in terms of the values
of the variables associated with the other genes.

The same interpretation of gene regulatory networks used to model them as boolean networks
may be used to construct models based on P systems. The gene network shown in Fig. [ can be
formalised by the P system ITjy = (Vy9, w,’, Rio) where
Vio = {A,B,C,Ag, B.,C4,Cg,A,B,C,Ap, B.,C4,Cg} and the set Ry, consists of the following
evolution rules:

A > Ap A — Ap B — B¢ §—>§c C - CpCy
C—>CBCA CBAB—>B CBAB—>B CBAB—>B CBAB—>B
CB—>Z EB—>A BC—>C EC—>E

For any gene X € {A, B,C} with X we model the fact that the gene is active while X denote
the fact that the gene X is inactive. Moreover, for any X € {A, B,C,A,B,C} and Y € {A, B,C} we
model the effect the active or inactive gene X has on gene Y. Note that, every real evolution step of
the gene network corresponds to two steps of our P system. Moreover, multisets where X and X
(X € {A, B, C}) are both presents do not describe any real possible multiset. If we are interested in
all initial multisets that can lead in one real step to the situation where all three genes are inactive
we have to compute Ncpy,,(ABC, 2) as follows.

Nem, (ABC,2) = Nean,, (ABC{}),2) = Ncan, (CsCpAgBc, {}) V (C5CpAgBci})), 1)
= Ncan, (CsCpApBc, {}), 1) V Nean,,((CsCpAsBc{}), 1)
= Ncap,,(CCAB, {}),0) V Ncay,,((CCAB, {}), 0)
= (CCAB,{}) v (CCAB, {})

The qualitative reading of these results tells us that for having all three genes inactive in one
step we have to start with a configuration having gene C active and gene B inactive.

If we are interested in all initial multisets w;° that can lead in two real step to the situation
where all three genes are active we have to compute Ncy,,(ABC, 4) as follows.
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Ncn, (ABC, 4) = Ncayy,,((ABC{}),4) = Ncay,,((C3CAgBc, {}),3)
= Neayy,((ABCC, {}),2) = Ncan,,((CsCpAgBcBe, {}), 1)
= Ncay,,((ABBCC, {})),0) = (ABBCC, {})

Again, the qualitative reading of the result tells us that for having all three genes active after
four steps we have to start with a initial configuration having gene A active and gene B and C
inactive. Finally, note that since we are interested in a qualitative reading of this last biological
example the sufficient predictor in this case does not model any interesting behaviour of the gene
regulation network.

7. Conclusions and Further Developments

In this paper we studied dynamic causalities in membrane systems by defining the new notions
of sufficient and necessary predictors. These are multiset patterns intended to characterise initial
multisets that surely evolve in multiset containing molecules of interest in a given number of steps
and initial multisets that surely will not evolve in multiset containing molecules of interest in a
given number of steps. This information can be easily exploited to define causal relations. Indeed,
in this paper we presented several biological examples that can be studied and better understood
using our predictors. Moreover, another main contribution of this paper is the definition of multiset
patterns. Multiset patterns have a finite representation but can characterise infinite sets of multisets
such as languages. Multiset patterns seem, at this stage, the right issue to express predictors that
can have several other applications e.g., to define a subclass of P systems with some important
decidable properties.

Further developments of our work include the investigation of multiset patterns under the view-
point of the multiset languages they characterise. Moreover, extensions of multiset patterns could
be studied in order to enrich their expressiveness, this would be useful also to allow a new notion
of predictors to be proposed which satisfies the completeness property (absence of false negatives).
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