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Abstract. In this paper we study the finite element approximation of systems of p-Stokes type
for p ∈ (1,∞). We derive (in some cases optimal) error estimates for finite element approximation
of the velocity and for the pressure in a suitable functional setting. The results are supported by
numerical experiments.
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1. Introduction. We study the numerical approximation of steady systems of
p-Stokes type

−div S(Dv) + ∇q = f in Ω,

−div v = g in Ω,

v = 0 on ∂Ω,

(1.1)

by means of conforming finite element spaces satisfying the classical discrete inf-sup
condition. The physical problem which motivates this study is the steady motion
of a homogeneous, incompressible fluid with shear-dependent viscosity, in the Stokes
approximation of small velocities. Here Ω ⊂ Rn, n ≥ 2, is a polyhedral, bounded
domain. The unknowns are the velocity vector field v = (v1, . . . , vn) and the scalar
kinematic pressure q. The extra stress tensor S(Dv) depends on Dv := 1

2 (∇v+∇v!),
the symmetric part of the velocity gradient ∇v. The vector f = (f1, . . . , fn) is the
external body force, and the prescribed divergence of the velocity g has to satisfy the
compatibility condition

∫
Ω g dx = 0. Physical interpretation and discussion of some

non-Newtonian fluid models can be found, e.g., in [8, 27, 26].
Throughout the paper we assume that the extra stress tensor S has (p, δ)-structure

(cf. Assumption 2.3) and the relevant example which falls into this class is

S(Dv) = µ(δ + |Dv|)p−2Dv,

with p ∈ (1,∞), δ ≥ 0, and µ > 0.
The mathematical investigation of fluids with shear-dependent viscosities started

with the celebrated work of Ladyzhenskaya (cf. [22]). In recent years there has been
an enormous progress in the understanding of this problem and we refer the reader
to [25, 26, 4, 5, 15] and the references therein for a detailed discussion.

The first results regarding the numerical analysis date back to Sandri [32]. Later
these results have been improved by Barrett and Liu [3], where the error estimates
are presented in the setting of quasi-norms. The notion of quasi-norm is the natural
one for this type of problem (cf. [2, 3, 24]). Note that Acerbi and Fusco already used
in [1] another equivalent expression, which relies on the non-linear quantity F defined
in (2.11) (cf. Remark 2.16 for a comparison of the different approaches). We refer to
all these equivalent quantities as the natural distance.
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Closely related to the p-Stokes problem is the p-Laplace equation. There has been
an intense research activity regarding its numerical analysis in the last two decades,
see for instance the recent results in [13, 14, 16, 17]. Going from p-Laplace equation
to p-Stokes system involves additional difficulties arising from the pressure and the
divergence constraint.

A fundamental tool in our analysis of systems with (p, δ)-structure is the use of
Orlicz functions. Indeed, many of our non-linear estimates are deduced by means of
linear estimates for a family of shifted-N-functions defined in (2.12) (cf. Theorems 3.5,
3.6, 4.2). The use of Orlicz functions enables a unified treatment of the cases p ≥ 2
and p ≤ 2 and makes the proofs simpler and clearer.

Outline of the paper: In the Section 2 we introduce the main notation, the basic
assumptions and the precise formulation of the problem. Moreover, we present the
main results of the paper, i.e. optimal error estimates for the velocity and (in some
cases) for the pressure, under natural regularity assumptions. We provide a short
outline of the ideas which leads to the results and compare our results with those of
Barrett and Liu [3]. The proofs will be postponed to the following sections. We prove
the best-approximation error for the velocity and for the pressure, in Section 3 and in
Section 4, respectively. In Section 5 we use the best-error estimates in order to prove
convergence rates in terms of the mesh size under natural regularity assumptions on
the velocity and the pressure. In Section 6 we prove error estimates in terms of the
mesh size under assumptions on the data f and the velocity. Finally, in Section 7 we
present results of some numerical experiments and compare them with the theoretical
results of the previous sections. An Appendix is also added, where we prove or recall
some rather technical results which are used in the paper.

Results similar to the ones proved in the present paper have been obtained at
the same time and independently by A. Hirn [20]. Instead of relying on inf-sup-
stable elements he uses the so-called local pressure stabilization in the context of
quadrilateral elements. We thank the author for having put at disposal a draft of his
results and for interesting discussions on comparing the two different approaches.

2. The p-Stokes problem: notation and main results. In this section we
introduce the notation we will use, we state the precise assumptions on the extra
stress tensor S, and we give the main existence and regularity results for the p-Stokes
problem and its discrete counterpart.

2.1. Function spaces. We use c, C to denote generic constants, which may
change from line to line, but not depending on the crucial quantities. Moreover we
write f ∼ g if and only if there exists constants c, C > 0 such that c f ≤ g ≤ C f .

We will use the customary Lebesgue spaces Lp(Ω) and Sobolev spaces W k,p(Ω),
where Ω ⊂ Rn is a bounded, polyhedral domain. We will denote by ‖ . ‖p the norm

in Lp(Ω) and by ‖ . ‖k,p the norm in W k,p(Ω). The space W 1,p
0 (Ω) is the closure of

the compactly supported, smooth functions C∞
0 (Ω) in W 1,p(Ω). We equip W 1,p

0 (Ω)
(based on the Poincaré Lemma) with the gradient norm ‖∇·‖p. For a normed space
X we denote its topological dual space by X∗. We denote by |M | the n-dimensional
Lebesgue measure of a measurable set M . The mean value of a locally integrable func-
tion f over a measurable set M ⊂ Ω is denoted by 〈f〉M := −

∫
M f dx = 1

|M |

∫
M f dx.

Moreover, we use the notation 〈f, g〉 :=
∫
Ω fg dx, whenever the right-hand side is well

defined.
We will also use Orlicz and Sobolev–Orlicz spaces (cf. [29]). A real convex function

2



ψ : R≥0 → R≥0 is said to be an N-function∗, if ψ(0) = 0, ψ(t) > 0 for t > 0,
limt→0 ψ(t)/t = 0, as well as limt→∞ ψ(t)/t = ∞. As a consequence there exists ψ′,
the right derivative of ψ, which is non-decreasing and satisfies ψ′(0) = 0, ψ′(t) > 0
for t > 0, and limt→∞ ψ′(t) = ∞. We define the conjugate N-function ψ∗ by ψ∗(t) :=
sups≥0(st − ψ(s)) for all t ≥ 0. If ψ′ is strictly increasing and therefore invertible,
then (ψ∗)′ = (ψ′)−1. A given N-function ψ satisfies the ∆2–condition, if there exists
K > 0 such that for all t ≥ 0 holds ψ(2 t) ≤ K ψ(t). We denote the smallest such
constant by ∆2(ψ). In the following we always assume that ψ and ψ∗ satisfy the
∆2–condition. Under this condition we have

ψ∗(ψ′(t)) ∼ ψ(t). (2.1)

We denote by Lψ(Ω) and W 1,ψ(Ω) the classical Orlicz and Sobolev-Orlicz spaces, i.e,
f ∈ Lψ(Ω) if the modular

∫
Ω ψ(|f |) dx is finite and f ∈ W 1,ψ(Ω) if f,∇f ∈ Lψ(Ω).

Equipped with the Luxembourg norm ‖f‖ψ := inf {λ > 0 :
∫
Ω ψ(|f |/λ) dx ≤ 1} the

space Lψ(Ω) becomes a Banach space. The same holds for the space W 1,ψ(Ω) if it
is equipped with the norm ‖·‖ψ + ‖∇·‖ψ. Note that the dual space (Lψ(Ω))∗ can

be identified with the space Lψ∗

(Ω). By W 1,ψ
0 (Ω) we denote the closure of C∞

0 (Ω)

in W 1,ψ(Ω) and equip it with the gradient norm ‖∇·‖ψ. By Lψ
0 (Ω) and C∞

0,0(Ω) we

denote the subspace of Lψ(Ω) and C∞
0 (Ω), respectively, consisting of functions f with

vanishing mean value, i.e., 〈f〉Ω = 0.
We need the following refined version of the Young inequality: for all ε > 0 there

exists cε > 0, depending only on ∆2(ψ),∆2(ψ∗) < ∞, such that for all s, t ≥ 0 it
holds

ts ≤ εψ(t) + cε ψ
∗(s) ,

t ψ′(s) + ψ′(t) s ≤ εψ(t) + cε ψ(s) .
(2.2)

2.2. Basic properties of the extra stress tensor. In the whole paper we
assume that the extra stress tensor S has (p, δ)-structure, which will be defined now. A
detailed discussion and full proofs can be found in [12, 31]. For a tensor A ∈ Rn×n we
denote its symmetric part by Asym := 1

2 (A+A!) ∈ Rn×n
sym := {A ∈ Rn×n |A = A!}.

The scalar product between two tensors A,B is denoted by A · B, and we use the
notation |A|2 = A · A!.

Assumption 2.3 (extra stress tensor). We assume that the extra stress ten-
sor S : Rn×n → Rn×n

sym belongs to C0(Rn×n, Rn×n
sym ) ∩ C1(Rn×n \ {0}, Rn×n

sym ), satisfies

S(A) = S
(
Asym

)
, and S(0) = 0. Moreover, we assume that the tensor S has (p, δ)-

structure, i.e., there exist p ∈ (1,∞), δ ∈ [0,∞), and constants C0, C1 > 0 such that

∑n

i,j,k,l=1
∂klSij(A)CijCkl ≥ C0

(
δ + |Asym|

)p−2
|Csym|2, (2.4a)

∣∣∂klSij(A)
∣∣ ≤ C1

(
δ + |Asym|

)p−2
, (2.4b)

are satisfied for all A,C ∈ Rn×n with Asym .= 0 and all i, j, k, l = 1, . . . , n. The
constants C0, C1, and p are called the characteristics of S.

Remark 2.5. We would like to emphasize that, if not otherwise stated, the
constants in the paper depend only on the characteristics of S but are independent of
δ ≥ 0.

∗N stands for “nice”.
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Defining for t ≥ 0 a special N-function ϕ = ϕp,δ by

ϕ(t) :=

∫ t

0
ϕ′(s) ds with ϕ′(t) := (δ + t)p−2t , (2.6)

we can replace in the right-hand side of (2.4) Ci

(
δ + |Asym|

)p−2
by C̃i ϕ′′

(
|Asym|

)
,

i = 0, 1. The function ϕ satisfies uniformly in t the important equivalence

ϕ′′(t) t ∼ ϕ′(t) (2.7)

since min {1, p − 1} (δ+t)p−2 ≤ ϕ′′(t) ≤ max {1, p − 1}(δ+t)p−2. Moreover, ϕ satisfies
the ∆2-condition with ∆2(ϕ) ≤ c 2max {2,p} (hence independent of δ). This implies
that, uniformly in t, we have

ϕ′(t) t ∼ ϕ(t) . (2.8)

The conjugate function ϕ∗ satisfies ϕ∗(t) ∼ (δp−1 + t)p′−2t2 with 1 = 1
p + 1

p′ . Also ϕ∗

satisfies the ∆2-condition with ∆2(ϕ∗) ≤ c 2max {2,p′}.
Remark 2.9. An important example of an extra stress S satisfying assump-

tion 2.3 is given by S(A) = ϕ′(|Asym|)|Asym|−1Asym. In this case the characteristics
of S, namely C0, C1, and p, depend only on p and are independent of δ ≥ 0.

Remark 2.10. It is possible to adapt the approach presented here to cover also
the situation treated in [3]. In fact, the assumption (A) in that paper can be treated by

choosing ϕ′(t) =
(
tα(1 + t)1−α

)p−2
t in (2.6) and formulating Assumption 2.3 directly

with this N-function.
Closely related to the extra stress tensor S with (p, δ)-structure is the function

F : Rn×n → Rn×n
sym defined through

F(A) :=
(
δ + |Asym|

) p−2
2 Asym . (2.11)

Another important tool are the shifted N-functions {ϕa}a≥0, cf. [12, 13, 31], defined
for t ≥ 0 by

ϕa(t) :=

∫ t

0
ϕ′

a(s) ds with ϕ′
a(t) := ϕ′(a + t)

t

a + t
. (2.12)

For the (p, δ)-structure we have that ϕa(t) ∼ (δ + a + t)p−2t2 and also (ϕa)∗(t) ∼
((δ+ a)p−1 + t)p′−2t2. The families {ϕa}a≥0 and {(ϕa)∗}a≥0 satisfy the ∆2-condition

uniformly in a ≥ 0, with ∆2(ϕa) ≤ c 2max {2,p} and ∆2((ϕa)∗) ≤ c 2max {2,p}, respec-
tively.

The connection between S, F, and {ϕa}a≥0 is best explained by the following
lemma (cf. [12, 31]).

Lemma 2.13. Let S satisfy Assumption 2.3, let ϕ be defined in (2.6), and let F
be defined in (2.11). Then

(
S(P) − S(Q)

)
·
(
P − Q

)
∼

∣∣F(P) − F(Q)
∣∣2 (2.14a)

∼ ϕ|Psym|(|P
sym − Qsym|) (2.14b)

∼ ϕ′′
(
|Psym| + |Qsym|

)
|Psym − Qsym|2 (2.14c)
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uniformly in P,Q ∈ Rn×n. Moreover, uniformly in Q ∈ Rn×n,

S(Q) · Q ∼ |F(Q)|2 ∼ ϕ(|Qsym|). (2.14d)

The constants depend only on the characteristics of S.
Note that if ϕ′′(0) does not exist, the expression in (2.14c) is continuously ex-

tended by zero for |Psym| = |Qsym| = 0. Moreover,

|S(P) − S(Q)| ∼ ϕ′
|Psym|

(
|Psym − Qsym|

)
∀P,Q ∈ R

n×n. (2.15)

Remark 2.16 (Natural distance). In view of the previous lemma we have, for
all u,w ∈ (W 1,ϕ(Ω))n,

〈S(Du)−S(Dw),Du−Dw〉 ∼ ‖F(Du)−F(Dw)‖2
2 ∼

∫

Ω
ϕ|Du|(|Du−Dw|) dx.

The constants depend only on the characteristics of S. The last expression equals the
quasi-norm introduced in [3] raised to the power ρ = max {p, 2}. This ensures that
our results can also be expressed in terms of the quasi-norm. We refer to all three
equivalent quantities as the natural distance.

In view of Lemma 2.13 one can deduce many useful properties of the natural
distance and of the quantities F, S from the corresponding properties of the shifted
N-functions {ϕa}. For example the following important estimates follow directly
from (2.15), Young’s inequality (2.2), and (2.14).

Lemma 2.17. For all ε > 0, there exist a constant cε > 0 depending only on
ε > 0 and the characteristics of S such that for all sufficiently smooth vector fields u,
v, and w we have

〈S(Du) − S(Dv),Dw − Dv〉 ≤ ε ‖F(Du) − F(Dv)‖2
2 + cε ‖F(Dw) − F(Dv)‖2

2 .

2.3. The p-Stokes problem. Let us briefly recall some well-known facts about
the p-Stokes system (1.1). We define the function spaces

X :=
(
W 1,p(Ω)

)n
, V :=

(
W 1,p

0 (Ω)
)n

,

Y := Lp′

(Ω) , Q := Lp′

0 (Ω) :=

{
f ∈ Lp′

(Ω) : −

∫

Ω

f dx = 0

}
.

Remark 2.18. For the special N-function ψ = ϕa, with a ∈ [0, a0], δ ∈ [0, δ0],
and p ∈ [p0, p1], we get Lψ∗

(Ω) = Lp′

(Ω) and W 1,ψ(Ω) = W 1,p(Ω) with uniform
equivalence of the corresponding norms depending on a and p, since Ω is bounded.

With this notation the weak formulation of problem (1.1) is the following.
Problem (Q). For (f , g) ∈ V ∗×Y ∗ with 〈g, 1〉 = 0 find (v, q) ∈ V ×Q such that

〈S(Dv),Dξ〉 − 〈div ξ, q〉 = 〈f , ξ〉 ∀ ξ ∈ V,

−〈div v, η〉 = 〈g, η〉 ∀ η ∈ Y.

The condition 〈g, 1〉 = 0 comes from the compatibility condition with the zero bound-
ary values of the velocity.

Alternatively, we can reformulate the problem “hiding” the pressure:

5



Problem (P). For (f , g) ∈ V ∗ × Y ∗ with 〈g, 1〉 = 0 find v ∈ V (g) such that

〈S(Dv),Dξ〉 = 〈f , ξ〉 ∀ ξ ∈ V (0),

where V (g) := {w ∈ V : −〈div w, η〉 = 〈g, η〉 ∀ η ∈ Y }.
The names “Problem (Q)” and “Problem (P)” are traditional, see [9]. Note that

V (g) .= ∅ due to the solvability of the divergence equation (cf. Theorem 4.2). This
and the theory of monotone operators (cf. [23]) easily yields the existence of an unique
weak solution of the problem (P). The Theorem of DeRham, the solvability of the
divergence equation and the negative norm theorem then ensure the solvability of the
problem (Q) (cf. [6] for more details).

The problems (Q) and (P) have a discrete counterpart, whose analysis is the
ultimate goal of this paper. Let Th be a family of shape regular triangulations of our
domain Ω consisting of n-dimensional simplices K with diameter hK less than h. For
a simplex K ∈ Th we denote by ρK the supremum of the diameters of inscribed balls.
We assume that there exists a constant γ0 independent on h and K ∈ Th such that
hKρ−1

K ≤ γ0. Let SK denote the neighborhood of K, i.e., the patch SK is the union of
all simplices of Th touching K. One easily sees that under these assumptions we get
that |K| ∼ |SK | and that the number of simplices in SK and the number of patches to
which a simplex belongs to are uniformly bounded with respect to h > 0 and K ∈ Th.

We denote by Pm(Th), with m ∈ N0, the space of scalar or vector-valued contin-
uous functions, which are polynomials of degree at most m on each simplex K ∈ Th.
Given a triangulation of Ω with the above properties and given k,m ∈ N0 we denote
by Xh ⊂ Pm(Th) and Yh ⊂ Pk(Th) appropriate conforming finite element spaces de-
fined on Th, i.e., Xh, Yh satisfy Xh ⊂ X and Yh ⊂ Y . Moreover, we set Vh := Xh ∩V
and Qh := Yh ∩ Q. Now the discrete counterpart of (P) and (Q) can be written as
follows:

Problem (Qh). For (f , g) ∈ V ∗ × Y ∗ with 〈g, 1〉 = 0 find (vh, qh) ∈ Vh × Qh

such that

〈S(Dvh),Dξh〉 − 〈div ξh, qh〉 = 〈f , ξh〉 ∀ ξh ∈ Vh,

−〈div vh, ηh〉 = 〈g, ηh〉 ∀ ηh ∈ Qh.
(2.19)

If (vh, qh) ∈ Vh × Qh is a solution of the “Problem (Qh)” then (2.19)2 is satisfied for
all ηh ∈ Yh, since div vh and g are orthogonal to constants.

Problem (Ph). For (f , g) ∈ V ∗ × Y ∗ with 〈g, 1〉 = 0 find vh ∈ Vh(g) such that

〈S(Dvh),Dξh〉 = 〈f , ξh〉 ∀ ξh ∈ Vh(0),

where Vh(g) := {wh ∈ Vh : −〈div wh, ηh〉 = 〈g, ηh〉 ∀ ηh ∈ Yh}.
For the well-possedness of the problem (Ph) we certainly have to assume that

Vh(g) .= ∅. However, this fact follows immediately from our Assumption 2.20 on the
interpolation operator (see below), since −divΠdiv

h v = g in Y ∗
h and V (g) .= ∅. Also

note that in general Vh(g) .⊂ V (g), although Vh ⊂ V . The existence of an unique
weak solution of the problem (Ph) follows as for the problem (P). The solvability
of the problem (Qh) then follows from the discrete inf-sup condition of Lemma 4.1
(cf. [6] for more details).

2.4. Main results. In this section we state the main error estimates of the paper
and compare them with the previous results in the literature. Throughout the paper
we will make the following assumptions on the finite element spaces for velocity and
pressure that we consider.

6



Assumption 2.20. We assume that P1(Th) ⊂ Xh and there exists a linear
projection operator Πdiv

h : X → Xh which
(a) preserves divergence in the Y ∗

h -sense, i.e.,

〈div w, ηh〉 = 〈divΠdiv
h w, ηh〉 ∀w ∈ X, ∀ ηh ∈ Yh ; (2.21)

(b) preserves zero boundary values, i.e. Πdiv
h (V ) ⊂ Vh;

(c) is locally W 1,1-stable in the sense that

−

∫

K

|Πdiv
h w| dx ≤ c −

∫

SK

|w| dx + c −

∫

SK

hK |∇w| dx ∀w ∈ X, ∀K ∈ Th. (2.22)

Remark 2.23. Certainly, the existence of Πdiv
h depends on the choice of Xh

and Yh. It is shown in [9], [18], [19] that Πdiv
h exists for a variety of spaces Xh and

Yh. This includes the Taylor–Hood, the Crouzeix–Raviart, and the MINI element in
dimension two and three (cf. Appendix A.1 where the proof for the MINI element is
summarized). The abstract assumptions allow for an easy extension of our results to
other choices of Xh and Yh in future works.

Assumption 2.24. We assume that Yh contains the constant functions, i.e.
R ⊂ Yh, and that there exists a linear projection operator ΠY

h : Y → Yh which is
locally L1-stable in the sense that

−

∫

K

|ΠY
h q| dx ≤ c −

∫

SK

|q| dx ∀ q ∈ Y, ∀K ∈ Th. (2.25)

Remark 2.26. Note that the Clément interpolation operator [9] and the version
of the Scott–Zhang interpolation operator (not preserving the boundary conditions)
[33] satisfy Assumption 2.24.

Remark 2.27. It is possible to weaken the requirements on the projection op-
erators Πdiv

h and ΠY
h . In fact, we can replace the requirement Πdiv

h wh = wh for all
wh ∈ Xh by the requirement Πdiv

h q = q for all linear polynomials (not in the piecewise
sense), and the requirement ΠY

h qh = qh for all qh ∈ Yh by the requirement ΠY
h c = c

for all constants c.

Let us now state our main results and shortly explain the strategy of their proofs.
First we prove that the error for the velocity is controlled by some best approximation
error for the velocity (with prescribed divergence) and the pressure (cf. Lemma 3.3).
This is the counterpart of the standard error estimate for the Stokes problem be-
fore applying the inf-sup condition. In our non-linear setting we deviate from the
standard way and work directly with a divergence-preserving operator Πdiv

h (cf. As-
sumption 2.20). From the local W 1,1-stability of Πdiv

h , we derive its non-linear, local
counterparts in terms of the natural distance (cf. Theorem 3.7). These new estimates
are the main reason, why our results improve previous ones. Thus we can replace
the best approximation error for the velocity (with prescribed divergence) by local
averages of the solution v in terms of the natural distance (cf. Theorem 3.9)

Next, we prove that the error for the pressure is also controlled by a best ap-
proximation error for the pressure and the velocity (cf. Theorem 4.10 and also Re-
mark 4.11). This result is sensitive to whether p ≥ 2 or p ≤ 2. The proof is based on
extensions of classical results (inf-sup condition, properties of the Bogovskĭı operator,
divergence-preserving projection) to Orlicz spaces.
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Once we have at hand these best approximation estimates we obtain convergence
rates in terms of the mesh size. More precisely, in Section 5 we will prove the following
result:

Theorem 2.28. Let Πdiv
h satisfy Assumption 2.20 and ΠY

h satisfy Assump-
tion 2.24. Let (v, q) and (vh, qh) be solutions of the problems (Q) and (Qh), re-
spectively. Furthermore, let F(Dv) ∈ (W 1,2(Ω))n×n and also let q ∈ W 1,ϕ∗

(Ω) =
W 1,p′

(Ω). Then

‖F(Dv) − F(Dvh)‖2 ≤ c hmin {1, p′

2 } , (2.29)

‖q − qh‖p′ ≤ c hmin
{

2
p′ , p′

2

}
, (2.30)

∫

Ω
ϕ∗(|q − qh|) dx ≤ c hmin

{
2, (p′)2

2

}
. (2.31)

Let us compare Theorem 2.28 with the previously-known best results, which can
be found in [3]: It is an important feature of our paper that (i) the methods and results
are independent of the degeneracy parameter δ ≥ 0 and (ii) include in particular the
degenerate case δ = 0. Therefore, in the following we compare our results only to
those results of [3], which are valid for the full range† δ ≥ 0.

In [3, Theorem 4.1] concrete convergence rates in Sobolev norms for the error in
the velocity and the pressure are given. These results are based on error estimates in
the quasi-norm given in [3, Theorem 3.2] and certain natural approximation properties
of the used finite elements. This step can be improved if one uses Theorem 3.5 of
our paper. Therefore, we compare our results in Theorem 2.28 with these improved
results of Barrett and Liu.

In [3] for the case p ≤ 2 one gets ‖F(Dv) − F(Dvh)‖2 = O(h
p
2 ), and ‖q − qh‖p′ =

O(hp−1). Thus Theorem 2.28 improves both convergence rates by a factor of 2
p .

In [3] for the case p ≥ 2 one gets, under the additional assumption that v ∈

(W 1,∞(Ω))n, the estimate ‖F(Dv) − F(Dvh)‖2 + ‖q − qh‖p′ = O(h
p′

2 ). This is the
same convergence rate as in Theorem 2.28.

Finally, we would like to mention that the numerical tests in Section 7 indicate
that our error estimates are optimal in the case p ≤ 2, while they are only optimal
for the velocity in the case p ≥ 2.

In Section 6 we prove error estimates directly in terms of the regularity of the
data f instead of the pressure q. Due to the lack of appropriate regularity results for
the p-Stokes problem we still have to assume some regularity for the velocity (anyway
cf. Lemma 6.1 for the space periodic setting, where such results are available). In
particular, we prove:

Theorem 2.32. Let Πdiv
h satisfy Assumption 2.20 and ΠY

h satisfy Assump-
tion 2.24. Let (v, q) and (vh, qh) be solutions of the problems (Q) and (Qh), re-
spectively. Furthermore, let F(Dv) ∈ (W 1,2(Ω))n×n and f ∈ (Lϕ∗

(Ω))n = (Lp′

(Ω))n.
Then

‖F(Dv) − F(Dvh)‖2 ≤ c hmin {1, p′

2 } . (2.33)

†It is clear, that the estimates for δ > 0 are better, since for example the case p ≥ 2 with δ > 0
and v ∈ W 1,∞ behaves just like an elliptic problem with convergence rate O(h). See also Remark 6.8
for f ∈ L2.
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We would like to remark that for p ≤ 2 one can also show that the error estimates
of the pressure (2.30) and (2.31) are still valid (cf. Remark 6.8). Moreover, for p ≥ 2,
δ > 0, and f ∈ (L2(Ω))n one can improve (2.33) to ‖F(Dv) − F(Dvh)‖2 ≤ c h
(cf. Remark 6.8). These results seem to be new.

3. Best Approximation Error for the Velocity. In this section we prove
error estimates for the velocity in terms of best approximation properties measured
in the natural distance.

3.1. Equation for the error. Taking the difference between (Q) and (Qh) we
get the following equation for the numerical error

〈S(Dv) − S(Dvh),Dξh〉 − 〈div ξh, q − qh〉 = 0 ∀ ξh ∈ Vh,

−〈div(v − vh), ηh〉 = 0 ∀ ηh ∈ Yh.
(3.1)

By the definition of Vh(0) it follows immediately that v − vh ∈ Vh(0) and

〈S(Dv) − S(Dvh),Dξh〉 = 〈div ξh, q − ηh〉 ∀ ξh ∈ Vh(0), ∀ ηh ∈ Yh. (3.2)

We start with a preliminary approximation result which will be improved later on in
Theorem 3.9.

Lemma 3.3. Let (v, q) and (vh, qh) be the solutions of the problems (Q) and
(Qh), respectively. Then we have the following estimate

‖F(Dv) − F(Dvh)‖2
2 ≤ c inf

wh∈Vh(g)
‖F(Dv) − F(Dwh)‖2

2

+ c inf
µh∈Yh

∫

Ω
(ϕ|Dv|)

∗(|q − µh|) dx.
(3.4)

Proof. For wh ∈ Vh(g) we have vh − wh ∈ Vh(0). Consequently for all µh ∈ Yh,
we obtain with Lemma 2.13 and (3.2) that

c ‖F(Dv) − F(Dvh)‖2
2 ≤ 〈S(Dv) − S(Dvh),Dv − Dvh〉

= 〈S(Dv) − S(Dvh),Dv − Dwh〉 + 〈S(Dv) − S(Dvh),Dwh − Dvh〉

= 〈S(Dv) − S(Dvh),Dv − Dwh〉 − 〈div(wh − vh), q − µh〉.

Now Lemma 2.17 shows that for any given ε > 0 there exists cε > 0 such that

∣∣〈S(Dv) − S(Dvh),Dv − Dwh〉
∣∣ ≤ ε ‖F(Dv) − F(Dvh)‖2

2

+ cε ‖F(Dv) − F(Dwh)‖2
2.

Next, we estimate the term involving q − µh. We add and subtract Dv, use Young’s
inequality (2.2) for ϕ|Dv|, and apply Lemma 2.13 to obtain

∣∣〈div(vh − wh), q − µh〉
∣∣ ≤

∫

Ω

(
|Dvh − Dv| + |Dv − Dwh|

)
|q − µh| dx

≤ ε

∫

Ω
ϕ|Dv|(|Dvh − Dv|) + ϕ|Dv|(|Dwh − Dv|) dx + cε

∫

Ω
(ϕ|Dv|)

∗(|q − µh|) dx

≤ ε c
(
‖F(Dv) − F(Dvh)‖2

2 + ‖F(Dv) − F(Dwh)‖2
2

)
+ cε

∫

Ω
(ϕ|Dv|)

∗(|q − µh|) dx.
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Collecting the estimates and choosing ε > 0 small enough we obtain the assertion by
noting that wh ∈ Vh(g) and µh ∈ Yh are arbitrary.

This result is the counterpart of the standard error estimate for the linear Stokes
problem, since the quantity F appears naturally in the non-linear p-Stokes problem
(cf. Remark 2.16). The inequality (3.4) provides a (non-linear) error estimate in
terms of best approximation quantities. The first term on the right-hand side of (3.4)
denotes the best approximation of v in terms of the natural distance, among all
discrete functions wh ∈ Vh with prescribed divergence −div wh = g in Y ∗

h . This
drawback of estimate (3.4) is resolved by using the divergence-preserving operator
Πdiv

h : X → Xh from Assumption 2.20, since v has the correct divergence, i.e.
−div v = g in Y ∗.

3.2. The divergence-preserving interpolation operator. In this section we
derive the estimates for the divergence preserving operator Πdiv

h from Assumption 2.20
in the natural distance. The technique is similar to the non-linear estimates for the
Scott-Zhang interpolation operator obtained in [16]. Additional difficulties arise due
to the symmetric gradient and the constraint on the divergence.

We start with the local continuity and approximability result of Πdiv
h in terms of

Orlicz spaces.
Theorem 3.5 (Orlicz-Continuity/Orlicz-Approximability). Let ψ be an N-func-

ction with ∆2(ψ) < ∞ and let Πdiv
h satisfy Assumption 2.20. Then Πdiv

h has the local
Orlicz-continuity property

∫

K
ψ

(
|∇Πdiv

h w|
)
dx ≤ c

∫

SK

ψ
(
|∇w|

)
dx

and the local Orlicz-approximability property

∫

K
ψ

(
|w −Πdiv

h w|
)
dx +

∫

K
ψ

(
hK |∇w −∇Πdiv

h w|
)
dx ≤ c

∫

SK

ψ
(
hK |∇w|

)
dx,

for all K ∈ Th and w ∈ (W 1,ψ(Ω))n. The constant c depends only on ∆2(ψ) and on
the non-degeneracy constant γ0 of the triangulation Th.

Proof. It follows from Assumption 2.20 and the usual inverse estimates that
Πdiv

h satisfies Assumption 4.1 of [16] with l = l0 = r0 = 1. Therefore, the local
Orlicz-continuity follows from [16, Corollary 4.8] and the local Orlicz-approximability
follows from [16, Theorem 4.6].

The above result is formulated in terms of ∇w while in (3.4) appear symmetric
gradients. To deal with this problem we need Korn’s inequality in Orlicz spaces. The
following result is a special case of [11, Theorem 6.13], proved for John domains. We
can apply this result, since the neighborhood SK are John domains with uniform John
constant (depending on the mesh degeneracy).

Theorem 3.6 (Korn’s inequality in Orlicz spaces). Let ψ be an N-function with
∆2(ψ), ∆2(ψ∗) < ∞. Then for all K ∈ Th and all w ∈ (W 1,ψ(SK))n it holds that

∫

SK

ψ
(∣∣∇w − 〈∇w〉SK

∣∣) dx ≤ c

∫

SK

ψ
(
|Dw − 〈Dw〉SK

|
)
dx.

The constant c depends only on γ0, ∆2(ψ), and ∆2(ψ∗).
Next, we present the estimates concerning Πdiv

h in terms of the natural distance.
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Theorem 3.7. Let Πdiv
h satisfy Assumption 2.20. Then we have uniformly with

respect to K ∈ Th and to w ∈ (W 1,ϕ(Ω))n

∫

K

∣∣F(Dw) − F(DΠdiv
h w)

∣∣2 dx ≤ c

∫

SK

∣∣F(Dw) − 〈F(Dw)〉SK

∣∣2 dx,

with c depending mainly on γ0.
Proof. Let w ∈ (W 1,ϕ(Ω))n, then Lemma 2.13 implies F(Dw) ∈ (L2(Ω))n×n.

Fix one K ∈ Th and choose a linear function p, defined on Ω, with ∇p = 〈∇w〉SK
.

Consequently we have also Dp = 〈Dw〉SK
. Using Lemma 2.13, the triangle inequality,

and Πdiv
h p = p we get

∫

K
|F(Dw) − F(DΠdiv

h w)|
2
dx ≤ c

∫

K
ϕ|Dw|(|Dw − DΠdiv

h w|) dx

≤ c

∫

K
ϕ|Dw|(|Dw − Dp|) dx + c

∫

K
ϕ|Dw|(|DΠdiv

h (w − p)|) dx =: (I) + (II).

We cannot apply directly the Orlicz stability Theorem 3.5 to (II), since the shift |Dw|
is not constant. The Orlicz function is space dependent and to avoid this problem we
use the shift-change from Lemma A.3. Hence, we bound (II) in the following way

(II) ≤ c

∫

K
ϕ|Dp|(|DΠdiv

h (w − p)|) dx + c

∫

K
|F(Dw) − F(Dp)|2 dx =: (II)1 + (II)2 .

We now estimate the symmetric gradient with the full gradient, use the Orlicz stability,
and finally Korn’s inequality from Theorem 3.6 to obtain

(II)1 ≤ c

∫

K
ϕ|Dp|(|∇Πdiv

h (w − p)|) dx ≤ c

∫

SK

ϕ|Dp|(|∇(w − p)|) dx

≤ c

∫

SK

ϕ|Dp|(|D(w − p)|) dx,

where in the last step we used that ∇p = 〈∇w〉SK
and Dp = 〈Dw〉SK

. Collecting all
results and using Lemma 2.13 we have overall shown

∫

K

∣∣F(Dw) − F(DΠdiv
h w)

∣∣2 dx ≤ c

∫

SK

|F(Dw) − F(〈Dw〉SK
)|2 dx.

The claim follows by using Lemma A.4.
Remark 3.8. (i) We recall that

∫

SK

|F(Dw) − 〈F(Dw)〉SK
|2 dx = inf

Q∈R
n×n
sym

∫

SK

∣∣F(Dw) − F(Q)
∣∣2 dx .

(ii) Theorem 3.7 also holds more generally. Assume that the N-function ψ be-
longs to C1(R≥0) ∩ C2(R>0), satisfies ∆2(ψ),∆2(ψ∗) < ∞, has a strictly increasing
derivative ψ′, and ψ′(t) ∼ t ψ′′(t) uniformly with respect to t ≥ 0. Then, Theorem 3.7

remains valid if we replace F by Fψ(D) :=
√

ψ′(|D|)
|D| D.

3.3. Error of the velocity. Collecting the estimates and results of the previous
sections we obtain the most useful error estimate.

11



Theorem 3.9. Let Πdiv
h satisfy Assumption 2.20. Let (v, q) and (vh, qh) be

solutions of the problems (Q) and (Qh), respectively. Then

‖F(Dv) − F(Dvh)‖2
2 ≤ c

∑

K∈Th

∫

SK

∣∣F(Dv) − 〈F(Dv)〉SK

∣∣2 dx

+ c inf
µh∈Yh

∫

Ω
(ϕ|Dv|)

∗(|q − µh|) dx.

Proof. Since Πdiv
h is divergence-preserving (see (2.21)) v ∈ V (g) implies that

Πdiv
h v ∈ Vh(g). The claim follows from Lemma 3.3 with wh := Πdiv

h v and Theo-
rem 3.7.

4. Best Approximation for the pressure. We are now discussing best ap-
proximation results for the pressure. As in the classical Stokes problem we need the
discrete inf-sup condition to recover information on the discrete pressure. We start
by extending this condition to Orlicz spaces.

4.1. Inf-sup condition on Orlicz spaces. The standard discrete inf-sup con-
dition reads

∃ c > 0 : ‖qh‖Qh
≤ c sup

‖ξh‖Vh
≤1

〈qh,div ξh〉 ∀ qh ∈ Qh .

However, this is not enough in our setting and, different from the linear case, we need
the inf-sup not only in terms of norms (as above) but also in a different form. In
particular, we will use the following result.

Lemma 4.1. Let Πdiv
h satisfy Assumption 2.20. Then for all qh ∈ Qh holds

‖qh‖p′ ≤ c sup
ξh∈Vh : ‖ξh‖1,p≤1

〈qh,div ξh〉

and also
∫

Ω
ϕ∗(|qh|) dx ≤ sup

ξh∈Vh

[
〈qh,div ξh〉 −

1

c

∫

Ω
ϕ(|∇ξh|) dx

]
,

where the constants depend ‡ only on p and on Ω.
We postpone the proof of this lemma and first recall the following result from [11,

Theorem 6.6], which is proved for John domains (cf. [11] for the precise definition).
Let us just mention that every Lipschitz domain is a John domain. We will apply the
following two results to Ω and to SK , which are both John domains.

Theorem 4.2. Let G ⊂ Rn be a bounded John domain. Then there exists a linear
operator B : C∞

0,0(G) → (C∞
0 (G))n which extends uniquely for all N-functions ψ with

∆2(ψ),∆2(ψ∗) < ∞ to an operator B : Lψ
0 (G) → (W 1,ψ

0 (G))n satisfying div Bf = f
and

‖∇Bf‖Lψ(G) ≤ c ‖f‖Lψ
0 (G),∫

G
ψ

(
|∇Bf |

)
dx ≤ c

∫

G
ψ

(
|f |

)
dx.

The constant c depends on ∆2(ψ), ∆2(ψ∗), and the John constant of G.

‡More precisely, on p and the John constant of Ω.
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Next, by using this result we can prove the continuous inf-sup condition.
Lemma 4.3. Let G ⊂ Rn be a bounded John domain and let ψ be an N-function

with ∆2(ψ),∆2(ψ∗) < ∞. Then, for all q ∈ Lψ∗

0 (G) we have

‖q‖
Lψ∗

0 (G)
≤ c sup

‖ξ‖
(W

1,ψ
0 (G))n≤1

〈q,div ξ〉

and also
∫

G
ψ∗(|q|) dx ≤ sup

ξ∈(W 1,ψ
0 (G))n

[ ∫

G
q div ξ dx −

1

c

∫

G
ψ(|∇ξ|) dx

]
,

where the constants depend only on ∆2(ψ), ∆2(ψ∗), and the John constant of G.
Proof. The first assertion follows from the isomorphism between (Lϕ

0 (G))∗ and

Lϕ∗

0 (G) (with constant bounded by 2). In fact, it follows from Theorem 4.2

‖q‖
Lψ∗

0 (G)
≤ 2 sup

‖η‖
L

ψ
0 (G)

≤1

∫

G
q η dx ≤ 2 sup

‖ξ‖
(W

1,ψ
0 (G))n≤ c

∫

G
q div ξ dx .

The properties of conjugate functions (see [29]) and q ∈ Lψ∗

0 (G) imply
∫

G
ψ∗(|q|) dx = sup

η∈Lψ
0 (G)

[ ∫

G
q η dx −

∫

G
ψ(|η|) dx

]
.

Next, Theorem 4.2 and the ∆2-condition for ψ imply
∫

G
ψ∗(|q|) dx ≤ sup

ξ∈(W 1,ψ
0 (G))n

[ ∫

G
q div ξ dx −

1

c

∫

G
ψ(|∇ξ|) dx

]
.

This proves the second assertion.
We are now ready for the proof of Lemma 4.1.
Proof. [Proof of Lemma 4.1.] We use Lemma 4.3, Assumption 2.20, and Theo-

rem 3.5 to get

‖qh‖Qh
≤ c sup

‖ξ‖V ≤1
〈qh,div ξ〉 = c sup

‖ξ‖V ≤1
〈qh,divΠdiv

h ξ〉

≤ c sup
‖Πdiv

h ξ‖
Vh

≤1

〈qh,divΠdiv
h ξ〉 ≤ c sup

‖ξh‖Vh
≤1

〈qh,div ξh〉

and, by the same tools,
∫

Ω
ϕ∗(|qh|) dx ≤ sup

ξ∈V

[
〈qh,div ξ〉 −

1

c

∫

Ω
ϕ(|∇ξ|) dx

]

≤ sup
ξ∈V

[
〈qh,divΠdiv

h ξ〉 −
1

c

∫

Ω
ϕ(|∇Πdiv

h ξ|) dx

]

≤ sup
ξh∈Vh

[
〈qh,div ξh〉 −

1

c

∫

Ω
ϕ(|∇ξh|) dx

]
.

Remark 4.4. Lemma 4.1 remains correct if ϕ is an arbitrary N-function such
that ϕ and ϕ∗ satisfy the ∆2-condition. In this case the constants depend on ∆2(ϕ)
and ∆2(ϕ∗), instead of on p.
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4.2. Error estimate for the pressure. We now derive a best approximation
result for the numerical error of the pressure. This result is valid for all p ∈ (1,∞).
Later on, however, we have to distinguish between the cases p ∈ (1, 2] and p ∈ [2,∞).

Lemma 4.5. Let Πdiv
h satisfy Assumption 2.20. Let (v, q) and (vh, qh) be solutions

of the problems (Q) and (Qh), respectively. Then, we have the following estimate
∫

Ω
ϕ∗(|q−qh|) dx ≤ c

∫

Ω
ϕ∗(|S(Dv)−S(Dvh)|) dx + c inf

µh∈Qh

∫

Ω
ϕ∗(|q−µh|) dx .

Proof. We split the error q − qh into a best approximation error q − µh and the
remaining part µh − qh, which we will control by means of the equation for qh. In
particular, for all µh ∈ Qh it holds

∫

Ω
ϕ∗(|q − qh|) dx ≤ c

∫

Ω
ϕ∗(|q − µh|) dx + c

∫

Ω
ϕ∗(|µh − qh|) dx,

by a triangle inequality, where we used ∆2(ϕ∗) < ∞. The second term is estimated
with the help of Lemma 4.1 as follows

∫

Ω
ϕ∗(|µh − qh|) dx ≤ sup

ξh∈Vh

[
〈µh − qh,div ξh〉 −

1

c

∫

Ω
ϕ(|∇ξh|) dx

]
.

Let us take a closer look at the term 〈µh − qh,div ξh〉. By using the equation for the
error (3.1), we get

〈µh − qh,div ξh〉 = 〈µh − q,div ξh〉 + 〈q − qh,div ξh〉

= 〈µh − q,div ξh〉 + 〈S(Dv) − S(Dvh),Dξh〉.

Thus, with Young’s inequality (2.2) and the previous estimate we obtain
∫

Ω
ϕ∗(|µh − qh|) dx ≤ c

∫

Ω
ϕ∗(|q − µh|) dx + c

∫

Ω
ϕ∗(|S(Dv) − S(Dvh)|) dx.

The claim follows, since µh ∈ Qh was arbitrary.
Unfortunately, the estimate for the error of the pressure q − qh involves the error

of the stresses S(Dv)− S(Dvh). Our error estimates for the velocity in Theorem 3.9
are however expressed in terms of F(Dv) − F(Dvh). In the linear case p = 2, this is
no source of problems, since then S(Q) = F(Q) = Qsym. In our non-linear setting
p .= 2 this causes a serious problem. To handle the difficulties, we have to distinguish
the sub-quadratic case p ∈ (1, 2] and the super-quadratic case p ∈ [2,∞).

To this end we need the following simple estimates for ϕ and ϕ∗:

ϕ(λ t) ≤ cmax {λp, λ2}ϕ(t),

ϕ∗(λ t) ≤ cmax {λp′

, λ2}ϕ∗(t) ,
(4.6)

which are valid for all λ, t ≥ 0. Observe that we can omit the terms with λ2 if δ = 0.
However, this does not improve our estimates. The following lemma represents the
missing link between the error in terms of S and the error in terms of F.

Lemma 4.7. For all p ∈ (1, 2] it holds
∫

Ω
ϕ∗(|S(Dv) − S(Dvh)|) dx ≤ c

∫

Ω
|F(Dv) − F(Dvh)|2 dx, (4.8)
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while for all p ∈ (2,∞) it holds

∫

Ω
ϕ∗(|S(Dv) − S(Dvh)|) dx ≤ c

( ∫

Ω
|F(Dv) − F(Dvh)|2 dx

) p′

2

·

·

(∫

Ω
ϕ(|Dv| + |Dvh|) dx

) 2−p′

2

.

(4.9)

Proof. Let us define the functions G := |Dv| + |Dvh|, λ := |Dv−Dvh|
|Dv|+|Dvh|

. Then

by (2.15), the definition (2.12) of ϕ′
a(t), the equivalence |A| + |A − B| ∼ |A| + |B|,

(4.6), (2.1), and λ ≤ 1 it follows

ϕ∗(|S(Dv) − S(Dvh)|) ∼ ϕ∗(ϕ′(G)λ) ≤ c ϕ∗(ϕ′(G))max {λ2, λp′

} ∼ ϕ(G)λmin {2,p′}.

From Lemma 2.13, (2.7), and (2.8) we also see that

|F(Dv) − F(Dvh)|2 ∼ ϕ(|G|)λ2.

So if p ∈ (1, 2], then ϕ∗(|S(Dv) − S(Dvh)|) ≤ c |F(Dv) − F(Dvh)|2 and the claim
follows.

If p ∈ (2,∞) Young’s inequality implies λp′

≤
(
λ
γ

)2
+ c γ

2p′

2−p′ for all λ > 0 and
γ > 0. Thus, we get

ϕ∗(|S(Dv) − S(Dvh)|) ≤ c γ−2|F(Dv) − F(Dvh)|2 + c ϕ(|G|)γ
2p′

2−p′ .

Now the claim follows by integration over x ∈ Ω and minimizing with respect to γ.
Combining Lemma 4.5 and Lemma 4.7 we get our desired error estimate for the

pressure.
Theorem 4.10. Let Πdiv

h satisfy Assumption 2.20. Let (v, q) and (vh, qh) be
solutions of the problems (Q) and (Qh), respectively. Then we have

∫

Ω
ϕ∗(|q − qh|) dx ≤ c ‖F(Dv)−F(Dvh)‖min {p′,2}

2 + c inf
µh∈Qh

∫

Ω
ϕ∗(|q−µh|) dx .

Remark 4.11. By a slightly different argument it is possible to replace ϕ∗(t) by
tp

′

=: ω∗(t) in the estimates of Lemma 4.5 and of Theorem 4.10. In such a way we

avoid the implicit appearance of δ and get ‖q − qh‖
p′

p′ instead.
To achieve this we first note that the proof and the statement of Lemma 4.7 remain

both valid with ϕ∗(t) replaced by ω∗(t). We have to modify the proof of Lemma 4.7.
For p ≤ 2 we use the estimate ω∗(t) ≤ ϕ∗(t) applied to t = |S(Dv) − S(Dvh)|
in (4.8). In the case p > 2 one computes directly the estimate (4.9). Note that on the
right-hand side of (4.9) ϕ is not changed to tp.

5. Estimates using the regularity of ∇q and ∇F. In this section we prove
estimates for the error of the velocity and of the pressure using additional assumptions
on the regularity of the pressure and of the velocity. This allows to obtain convergence
rates in terms of the mesh size h. In particular, we will assume F(Dv) ∈ (W 1,2(Ω))n×n

and q ∈ W 1,ϕ∗

(Ω). The assumption on F(Dv) corresponds naturally to the mono-
tonicity of −div(S(Dv)) expressed by Lemma 2.13 and it represents the non-linear
extension of v ∈ W 2,2(Ω) for the linear case p = 2. The assumption on q however is
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the natural extension of q ∈ Lϕ∗(Ω) for weak solutions, by assuming control over one
more derivative. In the linear case this corresponds to q ∈ W 1,2(Ω).

Unfortunately, there is a certain mismatch between the assumptions
F(Dv) ∈ (W 1,2(Ω))n×n and q ∈ W 1,ϕ∗

(Ω) since the latter condition corresponds
roughly to the condition S(Dv) ∈ (W 1,ϕ∗

(Ω))n×n. Observe that the condition
F(Dv) ∈ (W 1,2(Ω))n×n is stronger than S(Dv) ∈ (W 1,ϕ∗

(Ω))n×n for p ≥ 2, and
a weaker condition for p ≤ 2. This mismatch is already indicated in the proof of
Lemma 4.7. This problem is not easy to solve even in the case of the p-Laplacian
and is related to many open questions and conjectures concerning the regularity of
solutions of the p-Laplacian.

It remains to control the terms at the right-hand side in Theorem 3.9 and The-
orem 4.10 in terms of the mesh size and the assumed regularity. We begin with the
terms involving the velocity.

Theorem 5.1. Let F(Dv) ∈ (W 1,2(Ω))n×n, then

∑

K∈Th

∫

SK

∣∣F(Dv) − 〈F(Dv)〉SK

∣∣2 dx ≤ c h2
∥∥∇F(Dv)

∥∥2

2
. (5.2)

Proof. The claim follows immediately by using Poincaré’s inequality applied to
F(Dv) in (L2(SK))n×n.

We now turn to the more complicated terms involving the pressure. We have the
following local continuity and approximability property of ΠY

h .
Lemma 5.3. Let ΠY

h satisfy Assumption 2.24. Let ψ be an N-function with
∆2(ψ) < ∞. Then for all K ∈ Th and q ∈ Lψ(Ω) we have

∫

K
ψ

(
|ΠY

h q|
)
dx ≤ c

∫

SK

ψ
(
|q|

)
dx.

Moreover, for all K ∈ Th and q ∈ W 1,ψ(Ω) we have

∫

K
ψ

(
|q −ΠY

h q|
)
dx ≤ c

∫

SK

ψ
(
hK |∇q|

)
dx.

The constants depend only on ∆2(ψ) and on γ0.
Proof. Due to Assumption 2.24 the operator ΠY

h satisfies assumption 4.1 of [16]
both for r0 = l0 = l = 0 and r0 = l0 = 0, l = 1. The first choice and [16, Corollary
4.8] imply the first assertion, while the second one and [16, Theorem 4.6] yield the
second assertion.

As a direct consequence of this lemma, we can estimate the term involving q−µh

in Theorem 4.10 by choosing µh = ΠY
h q.

Lemma 5.4. Let ΠY
h satisfy Assumption 2.24. Let (v, q) be a solution of the

problem (Q). Then

inf
µh∈Qh

∫

Ω
ϕ∗(|q − µh|) dx ≤ c

∫

Ω
ϕ∗(h |∇q|) dx .

However, the expression with q − µh in Theorem 3.9 requires a little bit more of
work. We have the following result.
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Lemma 5.5. Let Let Πdiv
h satisfy Assumption 2.20 and let ΠY

h satisfy Assump-
tion 2.24. Let (v, q) and (vh, qh) be solutions of the problems (Q) and (Qh), respec-
tively. Then

∫

K
(ϕ|Dv|)

∗(|q −ΠY
h q|) dx ≤ c

∫

SK

(ϕ|Dv|)
∗(h |∇q|) dx

+ c

∫

SK

∣∣F(Dv) − 〈F(Dv)〉SK

∣∣2 dx.

Proof. The claim follows by first using a shift-change from |Dv| to |〈Dv〉SK
| (see

Lemma A.3), second applying Lemma 5.3 with ψ = (ϕ|〈Dv〉SK
|)
∗, third reversing the

shift back to |Dv|, and then fourth using Lemma A.4 to pass from F(〈Dv〉SK
) to

〈F(Dv)〉SK
.

We are now ready to prove our error estimates for the velocity and the pressure
in terms of the mesh size h.

Proof. [Proof of Theorem 2.28] It follows from Theorem 3.9, Lemma 5.5, and
Theorem 5.1 that

‖F(Dv) − F(Dvh)‖2
2 ≤ c h2 + c

∫

Ω
(ϕ|Dv|)

∗(h |∇q|) dx.

Now estimate (2.29) follows from the elementary inequalities

(ϕ|Q|)
∗(h t) ≤ c hmin {2,p′}(ϕ|Q|)

∗(t),

(ϕ|Q|)
∗(t) ≤ c ϕ∗(t) + c ϕ(|Q|),

where the first estimate follows from the definition of the shifted N-functions, while
the second estimate is a consequence of Lemma A.3 with P = 0 and |F(Q)|2 ∼ ϕ(|Q|).

From Theorem 4.10, Lemma 5.4, (4.6) and estimate (2.29) it follows
∫

Ω
ϕ∗(|q − qh|) dx ≤ c

(
hmin {2,p′}

)min {2,p′}
2 +

∫

Ω
ϕ∗(h|∇q|) dx

≤ c hmin
{

2, (p′)2

2

}
+ c hmin {2,p′}.

This proves estimate (2.31). As in Remark 4.11 it is possible to replace ϕ∗(t) in (2.31)
by tp

′

, which proves estimate (2.30).

6. Error Estimates in Terms of f. Sometimes it is of interest to derive es-
timates for the error purely in terms of the data f . In the linear case this is done
by combining the error estimates in terms of the regularity of the solution with the
regularity results of the solutions in terms of the data. So for example if p = 2 and the
domain is convex, then f ∈ (L2(Ω))n and g ∈ W 1,2(Ω)∩L2

0(Ω) imply v ∈ (W 2,2(Ω))n,
q ∈ W 1,2(Ω) and therefore ‖∇v −∇vh‖2 + ‖q − qh‖2 ≤ c h. However, such optimal
regularity results are not available in the non-linear context. The best results in this
direction can be shown in the space periodic setting. Using ideas from [30, 7] it is
possible to show the following:

Lemma 6.1. Consider (1.1)1,2 with g = 0 in the space periodic setting with
Ω = [−L,L]n, n ≥ 3. Assume that S satisfies Assumption 2.3 with δ > 0. Then we
have:

(i) For p ≥ 2 and f ∈ (L2
0(Ω))n there exists a solution (v, q) with F(Dv) ∈

(W 1,2(Ω))n×n and q ∈ W 1,p′

(Ω) ∩ Lp′

0 (Ω).
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(ii) For p ≤ 2 and f ∈ (Lp′

0 (Ω))n there exists a solution (v, q) with F(Dv) ∈

(W 1,2(Ω))n×n and q ∈ W 1, np
p+n−2 (Ω) ∩ Lp′

0 (Ω).
Remark 6.2. If we consider the system (1.1) with Dirichlet boundary conditions,

g = 0 and S satisfying Assumption 2.3 with δ > 0, the best results at the moment
are contained in [5]. It is shown there that for a sufficiently smooth ∂Ω and p ≥ 2

one gets F(Dv) ∈ (W 1, 2r
p+r−2 (Ω))n×n with r = (np + 2 − p)/(n − 2), if n ≥ 3, and

arbitrary r < ∞, if n = 2.
The previous lemma indicates that the regularity F(Dv) ∈ (W 1,2(Ω))n×n and

q ∈ W 1,ϕ∗

(Ω) seem at least natural in the non-linear setting. However, the term
(ϕ|Dv|)

∗(|q − µh|) appearing in Theorem 3.9 can not be treated directly using q ∈

W 1,p′

(Ω). Thus we have to proceed differently.
We will also need a Orlicz-Sobolev version of the Poincaré’s inequality for func-

tions vanishing at the boundary
Lemma 6.3 (Poincaré inequality). Let Ω ⊂ Rn be open and bounded. Let ψ be

an N-function with ∆2(ψ),∆2(ψ∗) < ∞. Then, there exists c > 0 only depending on
∆2(ψ) and ∆2(ψ∗) such that

∫

Ω
ψ

(
|u|

diam(Ω)

)
dx ≤ c

∫

Ω
ψ(|∇u|) dx ∀u ∈ W 1,ψ

0 (Ω). (6.4)

Proof. If follows from [28] that for u ∈ W 1,ψ
0 (Ω) ⊂ W 1,1

0 (Ω) holds

|u(x)| ≤ c diam(Ω)M(|∇u|)(x),

where M( · )(x) is the Hardy-Littlewood maximal function. Since ∆2(ψ) < ∞ and
∆2(ψ∗) < ∞, if follows from [21] that M satisfies a modular estimate on Lψ(Ω), so

∫

Ω
ψ(|M(|∇u|)|) dx ≤ c

∫

Ω
ψ(|∇u|) dx,

which finishes the proof.

Lemma 6.5. Let ΠY
h satisfy Assumption 2.24. Let (v, q) be solutions of the

problem (Q). Then, for all K ∈ Th, it holds
∫

K
(ϕ|Dv|)

∗(|q −ΠY
h q|) dx ≤ c

∫

K

(
ϕ|Dv|

)∗
(h|f |) dx + c

∫

SK

|F(Dv) − 〈F(Dv)〉SK
|2 dx.

Proof. We use the identity q − ΠY
h q = (q − 〈q〉SK

) − ΠY
h (q − 〈q〉SK

), the triangle
inequality together with ∆2(ϕ∗) < ∞, and the local stability of ΠY

h from Lemma 5.3
to conclude that∫

K

(
ϕ|Dv|

)∗
(|q −ΠY

h q|) dx ≤ c

∫

K

(
ϕ|Dv|

)∗
(|q − 〈q〉SK

|) dx

+ c

∫

K

(
ϕ|Dv|

)∗
(|ΠY

h (q − 〈q〉SK
)|) dx

≤ c

∫

SK

(
ϕ|Dv|

)∗
(|q − 〈q〉SK

|) dx.

With the shift-change Lemma A.3 we further get
∫

SK

(
ϕ|Dv|

)∗
(|q − 〈q〉SK

|) dx ≤

∫

SK

(
ϕ|〈Dv〉SK

|

)∗
(|q − 〈q〉SK

|) dx

+

∫

SK

|F(Dv) − F(〈Dv〉SK
)|2 dx.

18



From the inf-sup condition in modular form of Lemma 4.3 for the domain SK , it
follows that

∫

SK

(
ϕ|〈Dv〉SK

|

)∗
(|q − 〈q〉SK

|) dx

≤ sup
ξ∈C∞

0 (SK)

[ ∫

SK

q div ξ dx −
1

c

∫

SK

ϕ|〈Dv〉SK
|(|∇ξ|) dx

]
.

(6.6)

Next, by using the weak formulation of problem (Q) we obtain
∫

SK

q div ξK dx =

∫

SK

S(Dv) · DξK − f · ξK dx. (6.7)

By using (2.15), Young’s inequality (2.2), and Lemma 2.13 we get
∣∣∣∣

∫

SK

S(Dv) · DξK dx

∣∣∣∣ =

∣∣∣∣

∫

SK

(
S(Dv) − S(〈Dv〉SK

)
)
· DξK dx

∣∣∣∣

≤ cε

∫

SK

ϕ|〈Dv〉SK
|(|Dv − 〈Dv〉SK

|) dx + ε

∫

SK

ϕ|〈Dv〉SK
|(|∇ξK |) dx

≤ cε

∫

SK

∣∣F(Dv) − F(〈Dv〉SK
)
∣∣2 dx + ε

∫

SK

ϕ|〈Dv〉SK
|(|∇ξK |) dx .

Moreover, with Young’s inequality (2.2), and Poincaré’s inequality (6.4) we obtain
∣∣∣∣

∫

SK

f · ξK dx

∣∣∣∣ ≤ cε

∫

SK

(
ϕ|〈Dv〉SK

|

)∗
(h |f |) dx + ε

∫

SK

ϕ|〈Dv〉SK
|

(∣∣∣∣
ξK

h

∣∣∣∣

)
dx

≤ cε

∫

SK

(
ϕ|〈Dv〉SK

|

)∗
(h |f |) dx + ε c

∫

SK

ϕ|〈Dv〉SK
|(|∇ξK |) dx.

By another shift-change from |〈Dv〉SK
| to |Dv| and by collecting all estimates after

(6.6) we get
∫

SK

(
ϕ|〈Dv〉SK

|

)∗
(|q − 〈q〉SK

|) dx

≤ c

∫

SK

(
ϕ|Dv|

)∗
(h|f |) dx + c

∫

SK

|F(Dv) − F(〈Dv〉SK
)|2 dx,

where we chose ε > 0 so small that all terms involving ε could be absorbed into the
negative term on the right-hand side of (6.6). This together with Lemma A.4 proves
the claim.

Proof. [Proof of Theorem 2.32] The proof of the statement is exactly the same as
the proof of (2.29) if we use Lemma 6.5 instead of Lemma 5.5.

Remark 6.8. (i) For p ≤ 2 we can also obtain an error estimate for the pressure.
Indeed, Theorem 4.10 and the elementary estimate ϕ∗(t) ≤ c (ϕa)∗(t) imply

∫

Ω
ϕ∗(|q − qh|) dx ≤ c h2

in the same way as in the proof of (2.31) if we use again Lemma 6.5 instead of
Lemma 5.5. Again one can replace ϕ∗(t) in (2.31) by tp

′

, which proves ‖q − qh‖p′ ≤

c h
2
p′ .
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(ii) For p ≥ 2 we can improve (2.33) to

‖F(Dv) − F(Dvh)‖2 ≤ c δ
2−p
2 h

if f ∈ (L2(Ω))n and δ > 0. This can be achieved by using (ϕa)∗(t) ∼
(
t + (a +

δ)p−1
)p′−2

t2 when estimating
∫
Ω(ϕ|Dv|)

∗(h|f |) dx.

7. Numerical Experiments. In this section we report on some numerical ex-
periments with a fully practical approximation of (1.1). The computations have been
performed with an extension of the finite element toolbox ALBERTA. This extension
was developed in framework of the DFG research unit ”Non-Linear partial differential
equations: Theoretical and numerical analysis”. For simplicity we took Ω to be the
square [−1, 1] × [−1, 1]. The computational domain was uniformly refined by first
inserting a SW–NE diagonal and then using the newest vertex bisection method. For
the solution of the saddle point problem (1.1) we used a preconditioned CG method for
the non-linear Schur complement operator S := B∗A−1B, where B = ∇, B∗ = div
and A = −div S. The preconditioner was especially designed to handle the non-
linear elliptic operator in dependence on p and δ (cf. Assumption 2.3). In the case
S = µ(δ + |Dv|)p−2Dv the approximation to the inverse of the Schur complement
operator reads

S−1π ≈ µ(δ + n−1/2|π|)p−2π ,

where n is the dimension of the computational domain. Note that for p = 2 the
preconditioner reduces to the one used in the linear case. The resulting non-linear
elliptic problem was solved using Newton’s method with step-size control. It uses
standard strategies aiming at the reduction of the residuum. In fact we combine the
residual monotonicity test and the natural monotonicity test in our stopping criterion
(cf. [10]). The resulting linearized equations are solved by a SSOR preconditioned CG
method. This code showed reliable results for a wide range of parameters p and δ. In
our test problem we have chosen δ = 10−4, while p was varying between 1.25 and 3.0.
Since we are mostly interested in the sub-linear case we included more experiments
for p ≤ 2.

We considered solutions with a point singularity at the origin both in the velocity
and in the pressure. More precisely, the exact solution was given by§

v(x) = |x|α−1(x2,−x1)
! , q(x) = |x|γ , (7.1)

where α and γ have been chosen such that just F(Dv) ∈ (W 1,2(Ω))2×2 and q ∈
W 1,p′

(Ω). This requirement is ensured for α > 1 and γ > −1+ 2
p . In our experiments

we have chosen α = 1.01 and γ = 2
p − 1 + 0.01 in order to be very close to the critical

regularity. This regularity corresponds to v ∈ (W 2,2(Ω))2 and q ∈ W 1,2(Ω) in the
linear case p = 2.

Due to the regularity F(Dv) ∈ (W 1,2(Ω))2×2 and q ∈ W 1,p′

(Ω) we expect the
errors ‖F(Dv) − F(Dvh)‖2 and ‖q − qh‖p′ to converge at most with order 1.0. In
our experiments we used the MINI element (P1 plus bubble - P1). In particular, the

§The exact solution is not zero on the boundary of the computational domain. However, the error
is clearly concentrated around the singularity and thus this small inconsistency with the setup of the
theory does not have any influence on the results. Of course the problem can be easily modified by
a suitable cut-off function to ensure zero boundary conditions.
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velocity element can only resolve F(Dv) locally by constants, which fits naturally with
the regularity F(Dv) ∈ (W 1,2(Ω))2×2. However, due the nonlinearity −div(S(Dv))
it is not clear if the finite element solution will achieve this linear convergence. Indeed,
in our main result (Theorem 2.28) we were only able to show linear convergence of
‖F(Dv) − F(Dvh)‖2 for p ≤ 2 and we have sublinear convergence for p ≥ 2. For the
pressure we even have sublinear convergence for all p. It is the aim of the experiments
to see if the rates in Theorem 2.28 are optimal. In the Tables 7.1 and 7.2 we present
the experimental order of convergence (EOC) for ‖F(Dv) − F(Dvh)‖2 and ‖q − qh‖p′ ,
respectively. The last line of the tables shows the order of convergence as expected
from Theorem 2.28.

p

h 1.25 1.33 1.5 1.67 1.8 2.0 2.5 3.0

1.77e-01 0.86 0.90 0.85 0.91 0.86 0.85 0.26 0.66

8.84e-02 0.88 0.90 0.87 0.91 0.88 0.88 0.84 0.74

4.42e-02 0.89 0.91 0.89 0.92 0.90 0.90 0.85 0.75

2.21e-02 0.91 0.92 0.91 0.93 0.91 0.91 0.86 0.76

1.10e-02 0.92 0.93 0.92 0.94 0.92 0.92 0.85 0.76

5.52e-03 0.93 0.94 0.93 0.94 0.93 0.93 0.85 0.76

min {1,

p′

2
} 1.00 1.00 1.00 1.00 1.00 1.00 0.83 0.75

Table 7.1
EOC of ‖F(Dv) − F(Dvh)‖

2

p

h 1.25 1.33 1.5 1.67 1.8 2.0 2.5 3.0

1.77e-01 1.02 1.05 1.06 1.01 0.98 1.24 0.90 0.91

8.84e-02 0.58 0.68 0.86 0.96 0.99 1.07 0.99 1.00

4.42e-02 0.49 0.61 0.82 0.95 0.99 1.05 1.01 1.02

2.21e-02 0.45 0.57 0.78 0.94 0.99 1.03 1.01 1.02

1.10e-02 0.42 0.54 0.75 0.93 0.99 1.02 1.01 1.02

5.52e-03 0.41 0.52 0.73 0.92 0.99 1.02 1.01 1.01

min { 2

p′ ,
p′

2
} 0.40 0.50 0.67 0.80 0.89 1.00 0.83 0.75

Table 7.2
EOC of ‖q − qh‖p′

As can be seen from the Tables 7.1 and 7.2, the EOC for ‖F(Dv) − F(Dvh)‖2
agrees for all p with the one predicted in Theorem 2.28. Therefore, our convergence
result for the velocity is optimal. However, the EOC for ‖q − qh‖p′ agrees only for
p ≤ 2 with the one predicted in Theorem 2.28. So our convergence result for the
pressure is optimal only for p ≤ 2. In the case p ≥ 2, we observe linear convergence
of ‖q − qh‖p′ in our experiments.

Let us discuss the experimentally observed convergence rate for the pressure for
p ≥ 2. It is not clear if the predicted convergence rate is suboptimal or if the exam-
ple (7.1) is not the best choice. The reason for the theoretical convergence rate p′

2
for the pressure is Lemma 4.5, where the error of the pressure is directly estimated
by the error of the stress S. However, we have no estimate for the numerical er-
ror in S. When we estimate the numerical error of S by the one for F, as done in
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Lemma 4.7, we get the reduced rate p′

2 . Though, in our special example (7.1), we

have S(Dv) ∈ (W 1,p′

(Ω))2×2 for all p ≥ 2. In fact, this is the reason why the error of
S might converges linearly, which is experimentally confirmed in Table 7.3 for p ≥ 2.
So by Lemma 4.5 this convergence rate transfers to the convergence rate of the pres-
sure q. This explains the linear convergence of the pressure for p ≥ 2. The last line in
Table 7.3 shows the maximal possible convergence rate based on the regularity of S
for our example (7.1), which is limited by 1 due to the ansatz functions of the velocity.

Based on this observation we suggest to investigate error estimates for the velocity
in terms of S or to derive estimates which directly bound the error of the pressure in
terms of F.

p

h 1.25 1.33 1.5 1.67 1.8 2.0 2.5 3.0

1.77e-01 0.40 0.50 0.63 0.77 0.79 0.85 0.36 0.88

8.84e-02 0.40 0.50 0.65 0.78 0.81 0.88 1.02 0.98

4.42e-02 0.40 0.50 0.66 0.78 0.83 0.90 1.03 1.01

2.21e-02 0.40 0.50 0.66 0.79 0.84 0.91 1.04 1.01

1.10e-02 0.40 0.50 0.67 0.80 0.85 0.92 1.03 1.02

5.52e-03 0.40 0.50 0.67 0.80 0.86 0.93 1.03 1.02

min {1,

2

p′ } 0.40 0.50 0.67 0.80 0.89 1.00 1.00 1.00

Table 7.3
EOC of ‖S(Dv) − S(Dvh)‖p′

Appendix A.

A.1. Construction of divergence-preserving interpolation operator. In
the case of the MINI element con can easily construct a divergence preserving inter-
polation operator Πdiv

h satisfying Assumption 2.20. We follow [18]¶. Let bK , K ∈ Th,
be the bubble function in the simplex K and let Π1

h be the Scott–Zhang interpola-
tion operator preserving boundary values (cf. [33]). Then Πdiv

h can be constructed
explicitly for w ∈ X by

Πdiv
h w := Π1

hw −
∑

K∈Th

cKbK ,

where cK is chosen such that cK −
∫

K bK dx = −
∫

K Π1
hw − w dx. Note that the choice

for cK and Π1
hw − w ∈ V ensure condition (a) in Assumption 2.20. Condition (b)

in Assumption 2.20 is also satisfied since bK ∈ W 1,p
0 (K), K ∈ Th, and Π1

hw ∈ V for
w ∈ V . The stability and approximation properties of the Scott–Zhang interpolation
operator (cf. [33]) and the choice for cK yield the local W 1,1-stability of Πdiv

h , since

−

∫

K

|Πdiv
h w| dx ≤ −

∫

K

|Π1
hw| dx + |cK | −

∫

K

|bK | dx

≤ c −

∫

SK

|w| dx + c −

∫

SK

hK |∇w| dx + −

∫

K

|Π1
hw − w| dx ≤ c −

∫

SK

|w| dx + c −

∫

SK

hK |∇w| dx .

¶Note, that one can also adapt the approach in [9, Sec. VI.4] to obtain the same results in two
dimensions (cf. [6]).
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Thus we obtain the Orlicz-continuity and Orlicz-approximability by Theorem 3.5.
Moreover, we also get by standard arguments

‖Πdiv
h w‖W k,q(K) ≤ c hs−k+n( 1

q −
1
r )‖∇sw‖Lr(SK) ,

where k = 0, 1, s = 1, 2, and q, r ∈ [1,∞].

A.2. Shifted N-functions. In this section we present a few results on N-
functions which we used in the previous sections. The results presented here are
valid for the choice of ϕ and F as in Section 2.2. However, the results hold also in a
more general setting. In particular, we make the following assumption, which includes
the explicit one that we use in this paper.

Assumption A.1. Let ψ be an N-function such that ψ is C1 on [0,∞) and C2

on (0,∞). Further assume that

ψ′(t) ∼ t ψ′′(t) (A.2)

uniformly in t > 0. The constants in (A.2) are called the characteristics of ψ.
We remark that under these assumptions ψ and ψ∗ automatically satisfy the ∆2-

condition, where the ∆2-constants depend only on the characteristics of ψ (cf. [14]).
We further assume in the following that S and F are given by

S(Q) = Sψ(Q) = ψ′(|Qsym|)
Qsym

|Qsym|
,

F(Q) = Fψ(Q) =

√
ψ′(|Qsym|)

|Qsym|
Qsym

for Q ∈ Rn×n. For ψ = ϕ this corresponds to S and F in Remark 2.9 and (2.11),
respectively. It is shown [12, 31] that under this conditions ψ, S, and F satisfy
Lemma 2.13. The following auxiliary result can be found in [13, 31].

Lemma A.3 (Change of Shift). For each δ > 0 there exists Cδ ≥ 1 (depending
only on δ and the characteristics of ψ) such that

ψ|Q|(t) ≤ Cδ ψ|P|(t) + δ |F(Q) − F(P)|2,

(ψ|Q|)
∗(t) ≤ Cδ (ψ|P|)

∗(t) + δ |F(Q) − F(P)|2

for all P,Q ∈ Rn×n
sym and t ≥ 0.

The following shows that we can take different mean values when considering the
mean oscillation of F.

Lemma A.4. Let Ω be a bounded, open set. Then it follows for all functions
H ∈ (Lψ(Ω))n×n that

∫

Ω
|F(H) − 〈F(H)〉Ω|

2 dx ∼

∫

Ω
|F(H) − F(〈H〉Ω)|2 dx ,

where the constants depend only on the characteristics of ψ.
Proof. From H ∈ (Lψ(Ω)))n×n and Lemma 2.13 follows F(H) ∈ (L2(Ω)))n×n.

We denote the two terms above by (I) and (II). Since

(I) = inf
H0∈Rn×n

∫

Ω
|F(H) − F(H0)|

2 dx ,
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we have (I) ≤ (II). By Lemma 2.13 we have

(II) ∼

∫

Ω
(S(H) − S(〈H〉Ω)) · (H − 〈H〉Ω) dx.

Since H − 〈H〉Ω has mean value zero, we can change the constant S(〈H〉Ω) to any
other constant without changing the integral. In particular,

(II) ∼

∫

Ω
(S(H) − S(H1)) · (H − 〈H〉Ω) dx,

where we define the constant H1 by F(H1) = 〈F(H)〉Ω. Note that H1 is well defined,
since F is injective and coercive and therefore invertible. Now we use (2.15), Young’s
inequality (2.2) with ψ|H| and Lemma 2.13 to get

(II) ≤

∫

Ω
c |F(H) − F(H1)|

2 dx +
1

2

∫

Ω
|F(H) − F(〈H〉Ω)|2 dx = c (I) +

1

2
(II).

This proves (II) ≤ c (I).
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