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Improving network formation in 6TiSCH 
networks 

Carlo Vallati, Simone Brienza, Giuseppe Anastasi, Sajal K. Das 

Abstract—The industrial Internet of Things (IIoT) is expected to revolutionize the current industry. The capillary introduction of 
sensors and actuators for real-time monitoring and remote control and their seamless integration into existing information systems 
will represent a technological breakthrough that will help reshaping the industrial processes. To this aim, the definition of wireless 
communication standards will play a crucial role in reducing deployment costs and minimizing the time for installation. In this 
context, the new IPv6 over the TSCH mode of IEEE802.15.4e communication stack, 6TiSCH, represents the current leading 
standardization effort that aims at achieving both reliable and timed wireless communication and integration within IPv6 
communication networks for industrial systems. In this paper, the network formation dynamics of 6TiSCH networks are assessed, 
considering the current guidelines for the so-called minimal configuration, a static initial configuration pre-configured to guarantee 
control communication during network bootstrap. It is shown that the minimal configuration might lead to long network formation 
and suboptimal performance of the routing algorithm which may result into a disconnected network. In order to overcome this 
issue, a dynamic resource management algorithm to be executed during network bootstrap is proposed. Simulation and 
experimental results show that the proposed solution allows to minimize the network formation time and also helps in optimizing 
routing operations leading to the discovery of better routes.   

Index Terms—6TiSCH, IEEE 802.15.4, RPL, Network Formation 
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1 INTRODUCTION

he Industrial Internet of Things (IIoT) is expected to 
trigger the next industrial revolution. Although sen-

sors and actuators are already deployed on industrial de-
ployments for telemetry and remote control, their integra-
tion into a single horizontal information system is desired 
to enable a novel set of services and applications so as to 
exploit the convergence of data collected from heterogene-
ous domains and the possibility to interact with devices
from different industrial processes [1]. In this context, 
wireless communication technologies represent a crucial 
enabler to foster capillary diffusion of sensors and actua-
tors. Although popular in a wide range of contexts, the 
adoption of wireless communications has been always re-
frained in industrial deployments in favor of wired com-
munication technologies that could guarantee reliable and 
timed data delivery. Recently, the dramatic growth of con-
nected devices that is expected for industrial environments 
is pushing towards the adoption of wireless solutions also 
for industrial deployments to minimize costs and reduce 
time to deployment. However, the most popular standard
for sensors and actuators networks, the IEEE 802.15.4 
standard, is unfit to offer the Quality of Service (QoS) that 
is required for industrial applications since it does not in-
clude support for reliable and timed delivery [2].  

In order to overcome such limitation, recently the IEEE 
802.15.4e amendment has been standardized aimed at im-
proving the communication reliability and at introducing 
explicit QoS support in the original communication proto-
col. Among the new proposed MAC protocols, the Time-

Slotted Channel Hopping (TSCH) has been designed to 
guarantee reliable data delivery with bounded latency. To
foster interoperability of TSCH networks, IETF created the 
6TiSCH working group (WG) that aims at defining an 
open communication stack to integrate industrial net-
works into the existing IPv6 infrastructure. Specifically, the 
WG has defined the 6TiSCH architecture (IPv6 over the 
TSCH mode of IEEE802.15.4e) in which low-power and
wireless devices can form a multi-hop low-power and 
lossy network using the IEEE 802.15.4e TSCH MAC, which 
is connected into the Internet through one or more border 
routers [3]. Since the IEEE 802.15.4e standard defines only 
the mechanisms for communication and leaves out of 
scope how transmission opportunities are managed, the
6TiSCH WG is currently standardizing the mechanisms to 
allocate the resources according to the QoS communication 
requirements. In addition, the WG is defining the mecha-
nisms to integrate the RPL routing protocol, the standard 
routing protocol for low-power and lossy networks, to op-
timally operate on top of the TSCH layer, thus enabling
multi-hop communication.  

In addition to the mechanisms that are executed during 
regular network operations for the allocation of transmis-
sion opportunities for data delivery, 6TiSCH also defines 
how resources are allocated during bootstrap. Every 
6TiSCH network is characterized by a network formation
phase in which nodes progressively first join the TSCH 
network and then execute the RPL operations to collect to-
pology information and compute the optimal routes for 
multi-hop data delivery. In order to specify the configura-
tion of the network and the allocation of transmission op-
portunities at bootstrap, 6TiSCH is currently defining a
standard called minimal configuration [4], which exploits a 
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static resource allocation, implemented by all the nodes,
for the transmission of control messages at network for-
mation.  

Although different policies for the allocation of re-
sources in 6TiSCH networks have been proposed in litera-
ture, e.g. [5][6], all of them focus on the management of re-
sources for data transmission, after the initial formation
phase. In addition, all these works start from the assump-
tion that the network if fully operational, i.e., all the nodes 
are connected to the TSCH network and RPL has success-
fully found the optimal routes for data forwarding. How-
ever, a reliable and fast network formation cannot always 
be assumed. The TSCH network formation and the initial
topology discovery operations of RPL can be unsuccessful 
or inefficient when a timely transmission of control mes-
sages is not guaranteed, as highlighted in [7] and [8]. For 
this reason, the initial resource allocation influences signif-
icantly the efficiency of the network formation: especially 
when large topologies are considered, the allocation of an
insufficient number of transmission opportunities for con-
trol messages can lead to congestion and, consequently, to 
long convergence times of the TSCH and routing initial op-
erations.  

In this work, the performance of the 6TiSCH network at 
bootstrap is assessed. At the best of authors’ knowledge,
this is the first work investigating the performance of the 
6TiSCH network during formation. Initially, it is shown 
that the allocation proposed in the 6TiSCH minimal con-
figuration, can delay significantly the network formation 
and impair the performance of the routing algorithm thus 
resulting in disconnected networks. Specifically, first an
analytical model capturing the dynamics of uninitialized 
nodes (i.e. nodes that are still waiting to join the network) 
is presented showing how the minimal configuration can 
result in long periods to join the network. Then, results 
from simulations are presented, showing that, the overall 
network formation phase can be long and that, the ineffi-
cient transmission of control messages can result in poor 
routes selection. Consequently, a dynamic algorithm to 
manage the allocation of resources during network boot-
strap is proposed to ensure proper diffusion of control 
messages thus guaranteeing fast join to TSCH network and 
proper diffusion of routing information. The proposed ap-
proach is assessed by means of both simulations and real 
experiments.  

The reminder of the paper has the following structure. 
In Section 2, an introduction of the network formation dy-
namics that characterize 6TiSCH networks is offered. Sec-
tion 3 provides an overview of the related work through a
critical analysis of the literature. Section 4 presents an eval-
uation of the 6TiSCH network formation, by analysis and 
simulation. Section 5 presents the proposed dynamic re-
source allocation algorithm. Section 6 presents a perfor-
mance evaluation of the proposed methodology by means 
of simulation while Section 7 presents the results from real
experiments. Finally conclusions are drawn in Section 8. 
For readers who are unaware of the technical details of the 
6TiSCH architecture and the RPL protocol, a short intro-
duction is offered in Appendix A, while a detailed presen-
tation can be found in [2]. 

 2 6TISCH FORMATION DYNAMICS 
In this section, an overall description of the network for-

mation process of 6TiSCH networks is presented. For the 
sake of brevity, this section does not cover the technical de-
tails of the 6TiSCH architecture but focuses on the basic 
concepts of the TSCH MAC protocol and the 6TiSCH for-
mation process. For a description of the technical back-
ground, i.e. an overview of the 6TiSCH architecture and 
the RPL routing protocol, the reader can refer to Appendix 
A.  

The TSCH MAC has been specifically designed for 
WSNs that require high resiliency to interference and de-
terministic latency in data delivery. Unlike the traditional 
CSMA/CA contention based MAC, TSCH adopts time-
slotted channel access in which all nodes are time synchro-
nized. Time is divided into chunks of fixed length, called 
timeslots, that are grouped into a timeslotframe or slotframe. 
Each slotframe has a fixed length and its allocation repeats
over time. Each timeslot is scheduled for communication: 
they can be assigned as dedicated timeslots to one node for 
communicating with a neighbor or they can be allocated as 
shared timeslots for broadcast communication. Dedicated 
timeslots are ensured to be contention free, so they are ac-
cessed without contention; on the other hand, channel ac-
cess in shared timeslots is contended and requires the exe-
cution of a CSMA/CA like protocol.  

 In order to exploit frequency diversity and combat
multi-path fading and interference, TSCH adopts a chan-
nel hopping technique. Specifically, a pre-defined channel 
sequence is shared among all the nodes and it is used to
select a different operating frequency for each transmis-
sion. Concurrent transmissions on the same timeslot can be 
performed applying an offset to the channel hopping se-
quence, thus resulting in the adoption of different frequen-
cies. Every node can follow the schedule to know when 
and on which frequency can transmit or data is expected.

The formation of 6TiSCH networks is a dynamic pro-
cess composed of two different phases: the formation of the 
TSCH network and the bootstrap of the RPL routing protocol. 
Between the two phases there is no clear distinction as they
are executed autonomously by each node. Specifically, a 
node, before being fully operational, has first to join the
TSCH network to enable single-hop communication with 
its neighbors and then it has to join the logical topology of 
the routing protocol to populate its routing table and ena-
ble multi-hop data forwarding. The result of the operations 
performed by each node is a dynamic formation in which 
nodes progressively joins the TSCH network and the rout-
ing topology, one by one, until all of them are fully opera-
tional. 

Both TSCH and RPL bootstrap operations are coordi-
nated by a central node that has two distinct roles: the TSCH 
coordinator and the RPL root. The TSCH coordinator is in 
charge of broadcasting the Enhanced Beacons (EBs), the
messages that advertise the presence of the network. Each 
EB specifies the network parameters that allow new nodes 
to initialize their TSCH instance. In addition, the periodic 
emission of EBs allows nodes to maintain time synchroni-
zation through the network. The RPL root node, instead, 
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has a different role as it represents the origin of the routing 
topology. Specifically, RPL builds a logical topology for 
data forwarding that is a Destination Oriented Acyclic 
Graph, DODAG for short. The center of this topology is the 
root node, usually implemented by the sink or concentra-
tor of the network to which all (or the majority) of data traf-
fic is directed. In addition of being the center of the routing 
topology, the root node is also responsible to trigger the 
RPL operations by emitting DODAG Information Object 
messages (DIO). Such messages, originated by the root 
node, are forwarded node by node through the network, 
thus allowing each node to discover the network topology. 
Each DIO message includes not only the routing infor-
mation, required to reconstruct the network topology, but 
also the RPL settings necessary to initialize RPL functions.   

In order to better illustrate the formation process, let us 
introduce a simple network formation example, pictured 
in Figure 1. Initially all the nodes are uninitialized, except 
for Node #1 that starts behaving both as TSCH coordinator 
and RPL node. Specifically, it broadcasts both EBs and DIO 
messages, the former on a periodic basis, the latter accord-
ing to the Trickle algorithm, an adaptive algorithm that 
regulates the emission of control messages in RPL as spec-
ified in [9]. Uninitialized nodes wait for the reception of an 
EB. Since TSCH MAC exploits the channel hopping tech-
nique, through which transmissions are performed on dif-
ferent frequencies over time, based on a pre-defined chan-
nel hopping sequence, uninitialized nodes can listen for 
EBs scanning over different frequencies or on one fixed fre-
quency. After the successful reception of an EB, the node 
can join the TSCH network, synchronizing with the neigh-
bors, e.g. in Figure 1 (1) Nodes #2 and #3 receives an EB 
from Node #1. As a node joins the TSCH network it ena-
bles the reception of messages other than EBs and wait for 
the reception of the messages of the routing protocol. In 
particular, the node waits for the reception of a DIO mes-
sage to initialize the RPL protocol, e.g. in Figure 1 (2) 
Nodes #2 and #3 receives a DIO from Node #1. When at 
least one DIO message is received, the node can initialize 
the local RPL instance and start forwarding data for multi-
hop delivery. Even though the topology surrounding the 
node is not discovered, at least one neighbor is known and 
can be selected as preferred parent, i.e., the designated 
neighbor for data forwarding towards the root node. The 

selection of the preferred parent and the consequent route 
towards the root node are refined over time as more DIO 
messages are received and the network topology is un-
veiled. From this point on, the node is completely opera-
tional and starts broadcasting both EBs and DIO messages, 
e.g. , e.g. in Figure 1 (3) Node #2 and #3 broadcast both EBs 
and DIOs as they are fully operational. This allows other 
nodes that are not in direct communication with the central 
node to join the network progressively following the same 
procedure, e.g. in Figure 1 (4) Node #4 becomes fully op-
erational after receiving an EB and a DIO from Nodes #2 
and #3.  

The broadcast of control messages is performed by 
nodes within shared timeslots. The allocation of such 
transmission opportunities during the network formation 
is defined in a document called 6TiSCH minimal configu-
ration [4].   

3 RELATED WORK 
The dynamics of the network formation for TSCH net-

works and the bootstrap of the RPL protocol have been 
studied separately in different research works. In [7] for in-
stance, the TSCH formation phase has been modeled in or-
der to derive guidelines for the allocation of shared 
timeslots for EBs broadcast in order to minimize the net-
work formation process. In [10], instead, a simple random-
based advertisement algorithm is proposed. In order to re-
duce the number of collisions, the transmission probability 
is tuned according to the number of neighbors. The effi-
ciency of the RPL bootstrap has been also studied for wire-
less networks that adopt the classic CSMA/CA as MAC 
layer. In [8] it is shown how RPL, under certain assump-
tions, converges slowly in discovering the network topol-
ogy, and consequently all the routes available, due to the 
trickle algorithm that can suppress the broadcast of DIO 
messages, [11]. 

Although the 6TiSCH network architecture is still under 
standardization, several research efforts have been consid-
ered different aspects. The majority of them focuses on the 
problem of network resource allocation in order to guaran-
tee timed data delivery. For instance, in [5] a distributed 
dynamic scheduling algorithm is proposed. The algorithm 

 

Figure 1. 6TiSCH Network Formation, example with 4 nodes.

(1) (2)
(3) (4)

Node #1 Node #1 Node #1 Node #1Node #2

Node #3 Node #4

Node #2

Node #3 Node #4

Node #2

Node #3 Node #4

Node #2

Node #3 Node #4

Node Uninitialized Node Joined TSCH Node Fully Operational

DIO

EB DIO

DIOEB

EB DIO

EB



4 IEEE TRANSACTIONS ON MOBILE COMPUTING 

 

allows nodes to reserve timeslots on the fly in order to ac-
commodate data traffic variations over time. In [12] a lo-
calized scheduling algorithm aimed at minimizing the 
end-to-end delay of traffic is proposed. The proposed ap-
proach exploits RPL information to allow the allocation of 
timeslots for data transmission during the RPL network 
formation. The resulting schedule guarantees that a packet 
can be delivered within one single slotframe, thus mini-
mizing the overall end-to-end delay. The proposed sched-
uling algorithm, however, focus on managing the trans-
mission opportunities for data transmission while they do 
not consider the allocation for the transmission of control 
messages. The only work considering both the network 
formation and allocation of timeslots for control messages 
is [6] in which Orchestra, a distributed scheduling algo-
rithm for TSCH networks, is proposed. Orchestra allows
nodes to autonomously schedule data and control 
timeslots at network formation using only local infor-
mation. The proposed solution does not rely on inter-node 
schedule negotiation or on demand path reservation as it 
allocates timeslots in function of the sender’s and re-
ceiver’s identifiers (e.g. MAC address or unique network
node ID). Three different types of timeslots are allocated in 
three different schedules (potentially with different peri-
ods): TSCH beacon timeslots, RPL traffic timeslots and ap-
plication data timeslots. The resulting schedule, however, 
uses shared timeslots for control packets (e.g. EBs and RPL 
messages). Such timeslots are allocated statically at net-
work formation and remains fixed regardless of the num-
ber of messages transmitted at the moment in the network. 
Although the work in [6] proposes an allocation of 
timeslots different from the minimal configuration, the au-
thors do not specifically study the performance of the net-
work at formation but analyze the performance of Orches-
tra only at the steady state.  

At the best of our knowledge, this is the first work stud-
ying the performance of 6TiSCH networks at bootstrap 
and proposing a solution to allocate shared timeslots dur-
ing network formation to both improve the time required 
by nodes to join the TSCH network and the performance
of the routing algorithm. All the research works on 6TiSCH 
resource allocation has adopted the minimal configuration 
as initial schedule, however, without evaluating its effec-
tiveness in guaranteeing a reliable network formation. 

4 NETWORK FORMATION ANALYSIS ON MINIMAL 

CONFIGURATION 
The generation of control messages, EBs and DIOs, is 

performed by nodes that have already joined the network: 

EBs are generated on a periodic basis, while DIOs are gen-
erated according to the trickle algorithm. Figure 2 (a) illus-
trate an example of trickle dynamics: time is divided into 
subsequent generation intervals whose length is doubled
every time starting from an initial value 𝐼�. Within each 
generation interval, a DIO message is generated at a ran-
dom instant. In case an inconsistent routing information is 
received the interval length is reset to 𝐼�. This behavior al-
lows, on one side, to minimize the energy consumption; on 
the other, to reduce the generation interval when fresh
routing information is received to facilitate its diffusion.  

Such control messages are generated by each node in-
dependently from the TSCH allocation and their transmis-
sion is performed on shared timeslots. Considering that 
EBs have precedence over the other messages, their trans-
mission is performed in the next shared timeslot after their
generation. Instead, DIOs are buffered and transmitted in 
the first transmission opportunity in which the node does 
not have an EB to transmit (assuming that no other traffic 
is generated during network formation).  

The standard strategy for the allocation of timeslots to 
control messages is the 6TiSCH minimal configuration [4].
Such strategy statically allocates only one shared TSCH 
timeslot for the transmission of control messages. Specifi-
cally, the first timeslot in the slotframe at channel offset 
zero is allocated for the transmission of EBs and the broad-
cast of RPL messages. Although, such configuration might 
be optimal at the network steady state as it minimizes the
number of timeslots allocated for control messages, it 
might increase significantly the number of collisions at net-
work bootstrap, considering that in such initial phase, sev-
eral DIOs are generated in a short interval.   

An example of the resulting behavior is illustrated in 
Figure 2 (b), which shows the actual transmission of DIO
messages with TSCH minimal configuration. Considering 
that the initial trickle interval adopted is usually signifi-
cantly shorter than the slotframe duration (e.g. the mini-
mal configuration suggests to adopt the default value from 
the RPL RFC [13] that is 8ms), during this phase several 
DIO messages are generated before the first shared
timeslot, as shown in the left part of Figure 2 (a). Such mes-
sages, are buffered and transmitted over the following 
shared timeslots, as shown in Figure 2 (b).  

In this section, we analyze the network formation pro-
cess when the minimal configuration is adopted. First an 
analytical model is presented to evaluate the time required
by a single node to join the network, then we assess the 
performance of the overall network formation by means of 
simulations.  

 
Figure 2. RPL dynamics over TSCH: (a) DIO Generation According to Trickle, (b) Actual DIO Transmission in TSCH 



VALLATI ET AL.:  IMPROVING NETWORK FORMATION IN 6TISCH NETWORKS 5 

 

4.1 Analytical Model 
In this section, we model the behavior of a node that 

wants to join a 6TiSCH network under the minimal config-
uration. Our goal is to provide an analytical model for the
time required by a single node to join the network. Our aim 
is not to offer a highly accurate model. Instead, we trade 
complexity for tractability and hence we introduce some 
simplifying assumptions. Our aim is to show that the time 
required by a node to join TSCH and RPL might be signif-
icant, as an effect of the current definition of the minimal
configuration.   

The behavior of a node that is joining the network is 
modeled through a Discrete Time Markov Chain. Specifi-
cally, three states are defined, as shown in Figure 3: the in-
itial state N/N that represents uninitialized nodes, the 
transitional state J/N that represents nodes that joined the
TSCH network but are still waiting to join the RPL topol-
ogy, and the absorbing state J/J that represents nodes that 
are fully operational. Each node moves from N/N state to 
the J/N state with probability 𝑃����, which is the probabil-
ity for a node to join the TSCH network, while it moves 
from J/N to J/J with probability 𝑃���, which is the proba-
bility for a node to join the RPL network. The probability 
matrix of the Markov Chain is the following: 

 

𝑃 = �
1 − 𝑃���� 𝑃���� 0

0 1 − 𝑃��� 𝑃���
0 0 1

�

 
As can be seen the matrix has an absorbing state, so the 
average number of steps before entering in the absorbing 
state can be evaluated as: 

𝑡 =
1

𝑃����
+

1

𝑃���
 

which represents the average number of slotframes re-
quired for a node to join the network.  

In order to express 𝑃���� and 𝑃���, we consider that a 
node joins TSCH and RPL when it receives an EB and a 
DIO, respectively. To this aim, in the following, we assume 
that each node can buffer only one EB and one DIO at a 
time. Considering that 6TiSCH specifications ensure strict 
priority to the transmission of EBs over other types of mes-
sages, at each slotframe a node emits an EB if it has an EB 
buffered, while it emits a DIO if it has a DIO buffered and 
it does not have an EB buffered. With this in mind, let us 
define the following: 𝑃�� as the probability that a node 
emits an EB; 𝑃��� as the probability that a node emits a DIO; 

𝑃��� as the probability that a node emits any message, i.e.
an EB or a DIO. 

Consequently, 𝑃���� can be expressed as the probability 
for a node to correctly receive an EB from any of its 𝑁 
neighbors. Specifically, 𝑃���� can be expressed as the prob-
ability that any node, among the 𝑁 nodes that have already 
joined the network, emits an EB and such message does not
collide with other transmissions or it is not corrupted, i.e. 
the other 𝑁 − 1 nodes do not emit any message and the 
packet is successfully received. Specifically, 𝑃���� can be ex-
pressed as follows:  

𝑃���� = 𝑁 𝑃��  �1 − 𝑃����
���

𝑃����  
where 𝑃����� is the probability that the EB is correctly re-
ceived by the joining node. In this case 𝑃����  can be ex-
pressed as follows:  

𝑃���� =  (1 − 𝑃����) 
�

��
 

as the joint probability that the message is not corrupted, 
assuming a lossy channel with constant loss probability 
𝑃����, and the message is transmitted on the same channel 
on which the joining node is listening, considering a chan-
nel hopping sequence composed of 𝑁� channels. The latter 
is required since the node joining the TSCH network is not 
synchronized with the channel hopping sequence.  

Similarly, we can derive 𝑃��� that can be expressed as 
the joint probability that one node emits a DIO, while the 
other 𝑁 − 1 nodes do not emit any message. A lossy wire-
less medium with constant packet loss is modeled by con-
ditioning on the probability that the packet is correctly re-
ceived. Considering that after joining TSCH the node is 
synchronized with the channel hopping sequence, 𝑃��� can 
be expressed as follows: 

𝑃��� = 𝑁 𝑃���   �1 − 𝑃����
���

 (1 − 𝑃����) 
It is important to highlight that a node starts transmitting 
EBs and DIOs only after it joined the TSCH network. In the 
TSCH network, all the nodes are synchronized in time and 
move across different frequencies following a shared chan-
nel hopping sequence, in order to ensure that sender and 
transmitter are always on the same channel. For this reason 
this expression does not include the probability that sender 
and receiver are on the same channel. 

If we assume that during network bootstrap only EBs 
and DIOs are transmitted, the probabilities 𝑃��, 𝑃��� and 
𝑃��� can be calculated as follows. Considering that EBs 
have strict priority over the other messages, 𝑃�� can be ex-
pressed as follows:  

𝑃�� = 𝑃����������
where 𝑃����������  is the probability that a node has an EB 
buffered. The probability 𝑃��� can be expressed as follows:

𝑃��� = �1 − 𝑃������������𝑃������������ 
where 𝑃������������ is the probability that a node has a DIO 
message buffered waiting for transmission. The probabil-
ity that a node emits a message, instead, either an EB or a 
DIO, can be expressed as the probability that a node trans-
mits an EB or transmits a DIO: 
𝑃��� = 𝑃�� + 𝑃��� = 

𝑃����������� + �1 − 𝑃������������𝑃�����������

 

Figure 3. Discrete Markov Chain, graphical repre-
sentation. 
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In order to evaluate 𝑃����, 𝑃��� and 𝑃��� we derive an ex-
pression for 𝑃����������  and 𝑃������������. In order to de-
rive 𝑃�����������   we assume that each node produce an EB 
within a period 𝐼��  selecting a random instant in [0, 𝐼��]. 
𝐼�� is assumed to be greater than the slotframe length 𝐿. 
This assumption is reasonable considering that a value 
𝐼�� < 𝐿 would result in transmitting only EBs since the 
transmission of EBs has strict priority over the transmis-
sion of DIOs. Following this assumption, at the beginning 
of each slotframe a node has an EB buffered with the fol-
lowing probability: 

𝑃���������� =
𝐿

𝐼��
The characterization of 𝑃������������ , instead, is not triv-

ial as the generation of DIOs is regulated by the trickle al-
gorithm, which doubles the transmission interval 𝐼 every 
time, until a maximum number of doublings 𝑁� is per-
formed. The value of 𝐼 can also be reset if an event, called 
inconsistency, occurs, triggering the reset of the interval to 
the initial value 𝐼�. In addition to this, a suppression mech-
anism is also included, to suppress the transmission of 
DIOs when a certain number of messages have been al-
ready overheard in an interval. In order to simplify the 
analysis and make it tractable, we assume that the suppres-
sion mechanism is disabled and that the probability of re-
setting the interval 𝐼 is fixed and equal to 𝑃�.  

In order to obtain the average value of 𝑃������������, we 
model the trickle behavior as a Semi-Markov Process 
(SMP) that consists of two components: (i) a discrete-time 
Markov chain (the Embedded Markov Chain) {𝑋(𝑛),𝑛 =
0,1, … N�} in which each state represents one of the possible 
trickle interval length 𝐼�; (ii) the values 𝑇� = 2�𝐼� that de-
scribe the time spent on each state from the moment the 
process entered in that state. The state representation is 
shown in Figure 4. From each state the state is reset to 𝐼� 
with probability 𝑃�. Instead with probability 1 − 𝑃�, the 
state jumps to 𝐼���, until the state 𝐼��

 is reached. The prob-
ability matrix is the following: 

 

𝑃 =

⎣
⎢
⎢
⎢
⎡
𝑃� (1 − 𝑃�) … … 0 0
… … … … … …
𝑃� 0 … (1 − 𝑃�) … 0

… … … … 0 (1 − 𝑃�)

𝑃� 0 … … 0 (1 − 𝑃�)⎦
⎥
⎥
⎥
⎤

 

 
The stationary distribution 𝜋 of the Semi-Markov Process, 
can be evaluated from the stationary distribution of the 

embedded Markov chain, i.e. 𝜙 = 𝜙𝑃 and |𝜙|� = 1, and the 
sojourn time in each state 𝑇�  as follows, [14] Ch. 9: 

𝜋� =
 𝜙�𝑇�

∑  𝜙�𝑇�
�
���

 

which, in our case, results in the following: 
 

𝜋� =
 𝑃�

𝑃� + 2��(1 − 𝑃�)�� + ∑ 𝑃� 2�(1 − 𝑃�)�����
���

 

 
𝑖𝜖[1,𝑁� − 1]  

 𝜋� =
 𝑃�  2�(1 − 𝑃�)�

𝑃� + 2��(1 − 𝑃�)�� + ∑  𝑃� 2�(1 − 𝑃�)�����
���

 

 

𝜋��
=

 2��(1 − 𝑃�)��

𝑃� + 2��(1 − 𝑃�)�� + ∑  𝑃� 2�(1 − 𝑃�)�����
���

 
Similarly to the generation of EBs, the probability of hav-
ing a DIO buffered in each state P�P������������ � 𝐼�) can be 
expressed as follows: 

P�P������������ � 𝐼�) = �

1 𝑖𝑓 𝐿 ≥ 𝐼�
𝐿

𝐼�
𝑖𝑓 𝐿 < 𝐼�

  

Hence the average probability of having a DIO buffered 
𝑃������������ can be expressed as follows: 
𝑃������������ =

∑ 𝜋�  P�P������������ � 𝐼�) 
��
��� =

 

���(����)�� ����
�

�����
,��� ∑  �� ��(����)� ����

�

����
,��

����

���

����
��(����)���∑  �� ��(����)�

����

���

 

Eventually, a closed form for both 𝑃���� and 𝑃��� can be 
expressed as follows: 

𝑃���� =
𝑁 𝐿

𝑁�  𝐼��
  �1 −

𝐿

𝐼��
 �
���

 

 �1 −  𝑃�������������
���

(1 − 𝑃����) 
 

𝑃��� = 𝑁 𝑃�����������   �1 −
𝐿

𝐼��
 �
�

 

 �1 −  𝑃����������� �
���

(1 − 𝑃����) 
Using this model, the average time for a node to join, as 

a function of the number of neighborhood that have al-
ready joined, can be evaluated. Figure 5 shows the results
obtained with the following parameters: 𝑁��=16; 𝐼�� = 4𝑠; 
𝐿 = 1.9𝑠; 𝐼��� = 32𝑚𝑠;  𝑁� = 10;𝑃� = 0.2. Two different 
values of 𝑃���� are considered, 0 and 0.2, respectively. As 
the results show, when the number of nodes that already 
have joined the network grows, the time required for a new 
node to join increases up to hundreds of seconds. In order 
to validate the results obtained with the analytical model, 
a simple ad-hoc event simulator that simulates a node join-
ing a network of N nodes has been written in Python. For 
each scenario 2000 independent replications are run. The 
average node joining time is reported along with the 95% 
confidence intervals.  As can be seen the analytical model 
approximates simulation results with an acceptable level 
of accuracy. 

 

Figure 4. Embedded Discrete Time Markov Chain,
graphical representation. 
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4.2 Evaluation of the 6TiSCH Minimal Configuration  
In order to assess the overall performance of the for-

mation of the whole network without the assumptions per-
formed to derive the analytical model, we run some pre-
liminary simulations. The TSCH implementation available 
in the Contiki OS1, a popular operating system for sensor 
nodes, is adopted. Simulations are run exploiting the Cooja 
tool [15], which allows to reproduce the behavior of wire-
less sensor networks. In our simulations, Cooja motes are 
adopted in order to avoid RAM and ROM limitations. To 
simulate a realistic channel, we adopted the Multipath 
Ray-tracer Medium (MRM) model, a propagation model 
that implements ray-tracing techniques with various prop-
agation effects, e.g., multi-path, refraction, diffraction, etc. 
The TSCH MAC layer is configured according the 6TiSCH 
minimal configuration. The slotframe size L is varied from 
9 to 127 timeslots, in order to test the performance with dif-
ferent configurations. The EB broadcast period is set to 4s. 
The overall simulation parameters are summarized in Ta-
ble 1.  

The simulated network topology includes 49 nodes 
placed in a 7x7 grid. Power and channel model parameters 
are set to allow each node to communicate with its close 
neighbors without packet loss. Each simulation represents 
approximately 2 hours of operations (8000 seconds). In or-
der to obtain statistically sound results, 20 independent 
replications with different seeds are run for each scenario.  

Figure 6 summarizes the outcome of each scenario re-
porting the number of simulations in which the network 
resulted in being disconnected or partitioned because at 

 

1 Contiki OS, http://www.contiki-os.org 

least one node could not successfully join the TSCH net-
work or the RPL DODAG. As can be seen, when the slot-
frame is configured to be longer than 100 timeslots in ap-
proximately 20% of the considered scenarios the TSCH 
network resulted in being only partially formed, while in
more than half of the scenarios (around 60%) the routing 
topology that resulted from routing operations was dis-
connected.  

This can be explained considering the results in Figure 
7 that shows the cumulative distribution function (CDF) of 
the joining time of nodes, defined as the time between the
beginning of the simulation and the moment in which a 
node is fully operational, i.e. it is connected to the TSCH 
network and it has discovered at least one neighbor to join 
the RPL DODAG. As can be seen, the large number of 
nodes that could not join the network is the result of the 
long delay experienced by the nodes in receiving at least
one EB and one DIO message from nodes that have already 
joined the network. It is important to highlight that the 
time required for joining the network is strictly dependent 
on the slotframe length and it is the reason why the num-
ber of scenarios in which there is at least one node not con-
nected is higher with longer slotframes.

Long overhead in network bootstrap can be explained 

 

Figure 6. Disconnected scenario ratio. 
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Table 1. Simulation parameters 
TSCH timeslot duration  15ms 
RPL Redundancy Threshold 9 
RPL DIO Minimum Interval 32ms 
RPL DIO Interval Doublings 20 times 
RPL Objective Function MRHOF - ETX 
EB generation interval 4s 
Number of Channels 16 

 

Figure 5. Average node joining time, analytical 
model vs simulations. 
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Figure 7. Node joining time distribution with mini-
mal configuration. 
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with the reduced diffusion of control messages for both 
TSCH and RPL operations. Figure 8 reports the overall 
number of messages received by the nodes in the network
for all the configurations. Both the number of EBs and 
DIOs are reported. As can be observed, the more the slot-
frame length increases, the more the number of received 
messages (dramatically) decreases, due to the reducing 
number of timeslots that can be used to broadcast such 
type of messages and the increasing likelihood of collision.

5 6TISCH SHARED TIMESLOT ALLOCATION  

As shown in the previous sections, the allocation of 
shared timeslots as in the minimal configuration can lead 
to poor performance. Although increasing the number of 
shared timeslots can be beneficial for both TSCH network 
formation and routing, it would result in a waste of re-
sources at the steady state, when the network is formed
and the amount of control messages is reduced signifi-
cantly. This is specifically obvious considering the trickle 
algorithm, that dynamically adjusts the transmission win-
dow in order to broadcast DIO messages at higher rate 
during the network bootstrap, whereas it scales down to a 
few messages per hour when the routing operations are
completed and the topology does not change.  

As shown in the performance evaluation, the static allo-
cation proposed in the minimal configuration leads to de-
lay in the diffusion of routing information since packets are 
buffered waiting for the next shared timeslot. Such delay 
does not only postpone the completion of the formation
but also can lead to the instability of the routing process, 

as outdated routing information is also broadcast in some
occasions. On the other hand, when the network is at the 
steady state, the trickle algorithm increases significantly 
the interval length, thus reducing the number of messages. 
In this case, a minimal allocation might be sufficient to 
send messages that are, instead, sporadic, as changes in the 
topology rarely occur. A fixed allocation does not master
the tradeoff between network formation performance and 
the resource utilization. Hence, in this paper we propose a 
dynamic allocation strategy for shared TSCH timeslots 
that can adapt to the variation in the number of control 
messages sent in the network over time. The rationale be-
hind the proposed algorithm is to have each node adapting
the allocation of shared timeslots.  

In order to optimize the association of new nodes to the 
TSCH network and reduce the waiting time for RPL con-
trol messages, shared timeslots are allocated following the 
guidelines provided in [7]. Specifically, timeslots are allo-
cated equally spaced within the slotframe. In order to ease
the dynamic allocation/deallocation of timeslots over 
time, the number of shared timeslots is set as 2�, according 
to a parameter m, called the allocation exponent. Setting the 
number of allocated timeslots as a power of 2 ensures that 
timeslots can be kept equally spaced without the need for 
relocation. Figure 9 shows an example of how the alloca-
tion can be performed and updated over time: as m in-
creases/decreases, more/less timeslots are allocated/deal-
located easily still keeping their schedule equally spaced 
without the need for relocating them. Such configuration 
still allows the schedule to be reduced down to the mini-
mal configuration: setting the allocation exponent to 0,
thus allocating only the first timeslot.  

The allocation of shared timeslot is performed periodi-
cally, every 𝜏 slotframes. The number of shared timeslots 
allocated by each node is based on an estimation of the rate 
of the control messages (both EBs and RPL messages) 
transmitted within a neighborhood. Essentially, each node
estimates the number of control messages generated by it-
self and its neighbors. To this aim, it is assumed that con-
trol messages, both DIOs and EBs, include a transmission 
sequence number kept on a per node basis. The sequence 
number is introduced to allow the evaluation of the num-
ber of control messages produced by each node. Although
such estimate could be obtained also from the number of 
messages transmitted by each neighbor, it might not be ac-
curate as control messages can be produced but not trans-
mitted, e.g. because the local buffer is full or the reception
failed due to collision. Every time a control packet is re-
ceived by a node, the node updates 𝑠� , i.e., the overall num-
ber of packets generated by node i since the last allocation, 
by evaluating the difference between the sequence number 
received and the one from the last reception.  

When the allocation is performed, 2� shared timeslots 
are allocated using the following criteria: 

min𝑚 | 2� ≥
∑ 𝑠��

𝜏
 

where m, the allocation exponent, is selected as the minimum 
exponent to ensure that all the nodes in the neighborhood 
can transmit successfully their control messages in the next 

 

Figure 8. Overall number of received packets.
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period, assuming a steady generation rate. The sum also 
includes the 𝑠�  calculated for the node itself. In order to 
limit the allocation of timeslots, a maximum allocation ex-
ponent M is set. This will limit to 2� the number of
timeslots that can be allocated. This maximum limit on the 
number of shared timeslots has a twofold purpose: it sets 
an upper-bound limit to the amount of energy consumed 
by the nodes for the bootstrap phase and keeps free a cer-
tain amount of timeslots for the initial allocation of slots for 
data forwarding. As soon as the network bootstrap phase
is completed, the number of shared timeslots allocated de-
creases with the amount of routing messages. In order to 
release definitively some timeslots for the allocation of 
data transmission, the maximum allocation exponent can 
be reduced as the network bootstrap ends.  

The allocation policy proposed assigns the number of
shared timeslots according to the information obtained by 
neighbors. However, since the neighborhood of each node 
is different, the allocation performed by nodes can differ 
even if they are neighbors. In order to ensure proper trans-
mission and reception of messages, every node i advertises 
its current allocation exponent 𝑚� inside its control mes-
sages. When the allocation process is run, every node also 
evaluates the following: 

𝑚� = max
�

𝑚�, 

which is the maximum exponent received from its neigh-
bors. If 𝑚� > m holds, an additional number of shared 
timeslots is allocated as listen-only timeslots. Basically, a 
total number of 2��  timeslots are allocated, but only the first 
2� timeslots are allocated for both transmission and recep-
tion, while the others 2���� timeslots are allocated in lis-
ten-only, thus ensuring the reception of messages from all
the neighbors.  

The overall pseudo-code of the algorithm is illustrated 
in Algorithm 1. The steps between lines 1-6 are performed 
every time a control message is received: first, the number 
of messages generated by the neighbor i is assessed (line 
5), then the message counter is updated (line 6). Between
lines 7-17 the steps performed periodically for allocating 
shared timeslots are presented: first, the overall number of 
messages produced during the last period is computed 
(lines 8-10), then the average number of message per 
timeslotframe is evaluated (line 11) and finally the alloca-
tion exponent is computed and the slots allocated (lines 12-
14). Eventually, if required, additional listen-only timeslots 
are allocated (lines 15-17). 

6 PERFORMANCE EVALUATION  
The proposed dynamic allocation algorithm is evalu-

ated by means of simulations. In order to provide a term of 
comparison, its performance is compared against Orches-
tra. Although Orchestra does not focus on the network for-
mation specifically, it is the only algorithm that includes a 
schema for allocating shared slots for both EBs and RPL 
control messages [6]. In order to make the two strategies 
comparable, the allocation period of Orchestra broadcast 
slotframe and the receiver-based slotframe have been set 
equal to L. The proposed dynamic solution has been con-
figured in each scenario with the allocation period 𝜏 set as 
the minimum number of slotframes that ensures a period 
of at least one second. The same simulation scenarios and 
settings presented in Section 3.2 are adopted.  

A preliminary analysis of all the experiments with dif-
ferent values of L highlighted that both Orchestra and the
proposed dynamic allocation schema allow to avoid sce-
narios in which nodes are disconnected. This is obtained 
by allocating more shared timeslots for the transmission of 
EBs and RPL messages, thus allowing all the nodes to join 
both the TSCH network and the RPL DODAG within the 2 
hours of simulation.

Algorithm 1. Shared Slot Allocation Procedure. 

1 ReceiveControlMessage(): 
2  sn  Message sequence number 
3  lsni  Last sequence number received from node i 
4  mi   Allocation exponent advertised in the message 
 
5  n  sn - lsni 

6  si  si + n 
 

7 AllocateSharedSlots(): 
8  for i in neighbors 
9   s  si + s 
10   si   0 
11  s  s /  
   
12  m   log2 (s)  
13  m  min( m, M ) 
14  AllocateTimeslots(m) 
 
15  𝑚�   max( mi )  
16  if 𝑚�  > m 
17   AllocateTimeslotsListenOnly( 𝑚�  – m ) 

                  
Figure 10. Node Joining time distribution. Orchestra (left) vs dynamic allocation (right) 
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An insight on the overall time required by nodes to be 
fully functional is shown in Figure 10 which shows the 
CDF of the joining time experienced by nodes with Orches-
tra (the figure on the left) and with the proposed dynamic 
solution (the figure on the right). Compared with the re-
sults obtained with the minimal configuration Figure 7, 
both Orchestra and the proposed solution help in reducing 
the overall joining delay. However, as can be seen, Orches-
tra still results in a long joining time for some nodes when 
large slotframes are adopted. A detailed analysis of such 
delay reveals that these nodes join almost immediately the 
TSCH network and, instead, wait a long period to receive 
the first DIO message from a neighbor thus delaying sig-
nificantly the initialization of the routing protocol. This can 
be explained considering the fixed allocation for RPL mes-
sages performed by Orchestra, which results a large num-
ber of collisions during the initial convergence of the rout-
ing protocol.  

In order to evaluate the cost of the initial allocation in 
Figure 11 the average node duty cycle during bootstrap is 
reported. The duty cycle is defined as the ratio between the 
number of the scheduled slotframes in which the node is 
active (shared slotframes or dedicated slotframes for trans-
mission/reception) and the overall timeslotframe length. 
This metric evaluates indirectly the energy consumption of 
the nodes. As expected the proposed scheduling results in 
a higher energy consumption as it allocates more timeslots 
for control message delivery. However, right after the end 
of the bootstrap phase, the maximum number of shared 
timeslots M can be reduced, thus minimizing the energy 
consumption and releasing more transmission opportuni-
ties for data delivery.   

A larger amount of RPL messages successfully sent and 
delivered thought the network helps every node to gain a 
more advanced view of the network topology. Specifically, 
each node can discover a larger number of neighbors and 
potentially more routes for data delivery. Figure 12 reports 
the average number of neighbors discovered by each node 
with different allocation strategies. As expected, both Or-
chestra and the proposed allocation strategy helps in dis-
covering a higher number of neighbors, as a larger number 
of messages are broadcast compared with the minimal 

configuration. Also in this case, the proposed strategy 
helps in discovering more neighbors than Orchestra, due
to the fact that more DIO messages are transmitted.  

Discovering more neighbors also results in acquiring 
more routes for data forwarding. This increases the deci-
sional space for the routing protocol that should be able to 
converge quickly in finding better routes for the commu-
nication towards the root node. In Figure 13 we show the
distribution of the node stretch at the end of the simulation  
considering different allocation schema. The node stretch 
is a metric that measures the quality of the route selected 
by a node for upward data forwarding. Specifically, it is 
defined as the difference between the cost of the route se-
lected by the node (in terms of the end-to-end average
number of transmissions, i.e. the expected transmission 
count ETX [16]) and the cost of the shortest path [8]. As can 
be seen both Orchestra and the proposed dynamic alloca-
tion allow nodes to discover better routes than the minimal 
configuration. The larger number of neighbors discovered 
through the proposed allocation mechanism, however,
does not produce a significant advantage in terms of 
stretch, which is even higher for some of the nodes com-
pared with orchestra. 

 

Figure 11. Average node duty cycle during bootstrap.
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Figure 13. Node stretch distribution, scenario with 
L=65. 
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Figure 12. Average number of neighbors per node. 
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This behavior can be explained considering how the de-
fault link quality estimation in RPL works. Since the RPL 
protocol does not specify a mechanism to estimate the 
quality of links towards neighbors, different approaches 
have been proposed in literature [17]. The default strategy 
adopted in Contiki OS RPL implementation estimates the 
link quality using a passive monitoring approach in which 
packets transmitted to the preferred parent, data packets 
or other packets like in this case TSCH keep-alive packets, 
are exploited to derive the link quality. Such approach, 
however, measures the quality only towards the current 
preferred parent. In order to obtain an almost exhaustive 
evaluation of all the links towards the other neighbors, a 
policy that opportunistically favors the selection of recent 
discovered neighbors as preferred parent is implemented. 
Specifically, when a link to a new neighbor is discovered, 
the link is by default assumed to be good.  By doing this, 
the new neighbor is likely selected as the new preferred 
parent and a link quality estimate is obtained by passively 
monitoring the data traffic. Although simple, such policy 
facilitates rotation among next-hop candidates but it re-
sults in routing instability during the network bootstrap. 
Moreover, the accuracy of the link quality estimation is sig-
nificantly influenced by both the pattern of traffic data, i.e. 
a sporadic data transmission results in less accurate link 
estimation, and the frequency of the discovery of new 
neighbors, i.e. as new neighbors are discovered they are 
likely selected as new preferred parent thus resulting in 
varying period for link quality assessment.  

In order to explain the degradation of the routes experi-
enced with the proposed schema in comparison with Or-
chestra, in Figure 14 the average time each node spends on 
a preferred parent is reported. As can be seen, since the 
proposed approach allows more neighbors to be discov-
ered, the amount of time each node spends with one spe-
cific preferred parent is dramatically reduced, since every 
time a new neighbor is discovered it is selected as new pre-
ferred parent. The reduction of the time with each pre-
ferred parent leads to a less accurate link quality estima-
tion as confirmed in Figure 15 that reports the distribution 
of the error in the estimation of the quality of each link, 
defined as the difference between the theoretical ETX of a 

link and the actual ETX estimated by a node. As can be 
seen, the reduced time spent in assessing the quality of 
links increases the likelihood of underestimating their 
quality. The latter can eventually lead to wrong routing de-
cisions as initially reported in Figure 13. 

In order to overcome this issue, an active monitoring 
strategy has been adopted [18]. With this strategy, special 
control messages, called probe packets, are sent over each 
link to derive link quality information. In order to obtain a 
conservative selection of the preferred parent and avoid 
the selection of a new neighbor every time a new preferred 
parent is discovered, the protocol is configured to assume 
that neighbors that are recently discovered have bad link 
quality. This configuration avoids route instability, as a 
new neighbor can be selected as the new preferred parent 
only after an accurate estimation of its link quality. Such 
solution could be effective, especially with the proposed 
dynamic allocation scheme, as the shared slots allocated 
for the transmission of control messages could be exploited 
also for the transmission of probing messages.  

In order to test the performance of the proposed solu-
tion when active probing is employed an additional set of 
simulations is run. Specifically, the active probe imple-

 

Figure 14. Average time on a preferred parent, scenario 
with L=65. 
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Figure 15. Link error estimation distribution, scenario 
with L=65 
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Figure 16. Node stretch distribution with active prob-
ing. 
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mented in Contiki RPL is enabled. The active probe of Con-
tiki RPL is implemented to probe neighbors, other than the 
preferred parent, every 120s on a round robin fashion. The 
default link quality in terms of ETX is configured to 5, in-
stead of the default value 2. Figure 16 shows the distribu-
tion of the node stretch. As can be seen the stretch of all the 
node in the network significantly improves as result of a
more accurate link quality estimation that ensure the selec-
tion of routes based on correct information.  

7 TESTBED EXPERIMENTS  
In order to confirm the results obtained with simula-

tions, a set of experiments is run on a real testbed. To this 
aim, the IoT testbed described in [18] is exploited. The 
testbed is composed of 23 wireless sensors deployed in of-
fice spaces, student labs, and corridors of two floors in the 
Department of Information Engineering of the University 
of Pisa. Each sensor node is a TelosB mote, equipped with 
an MSP430 micro-controller that can run the Contiki oper-
ating system. IEEE802.15.4 connectivity is provided 
through the cc2420 wireless chip equipped with an exter-
nal 5dBi antenna. The same Contiki code used for Cooja 
simulations is loaded on the testbed to assess the perfor-
mance of the minimal configuration, orchestra and the pro-
posed dynamic allocation.  

In order to assess the performance with different net-
work densities, two scenarios with different transmission
powers are considered, i.e. 0 dBm and -7 dBm respectively. 
Experiments are run with the same parameters shown in 
Table 1, while the slotframe size is fixed to L=129. Each ex-
periment is executed for 1hr. Results shown that only the 
proposed dynamic allocation succeeded in having all the 
nodes to join correctly the network within one hour in all
the scenarios. Orchestra and the minimal configuration, in-
stead, resulted in having only 93% and 97% of nodes, re-
spectively, joined correctly. Figure 17 shows the CDF of the 
overall node bootstrap time of the nodes that successfully 
joined the network in both the scenarios with 0 dBm and -
7 dBm. Consistently with simulations, the results show
that both orchestra and the proposed dynamic allocation 
help in reducing the time required by nodes to join in com-
parison with the minimal configuration that is confirmed 
to lead to higher bootstrap times in the order of hundreds 

of seconds. The proposed approach is confirmed to further
reduce the overall node bootstrap time compared with or-
chestra. Such advantage, although reduced, is also con-
firmed in the scenario with 0 dBm transmission power. As 
expected, in comparison with the results obtained with -7 
dBm, a higher transmission power reduces the overall 
node joining time with all the configurations. This can be
explained considering that a higher transmission power re-
duces the size of the network, thus minimizing the overall 
number of messages required to have all the nodes joining 
the network.  

8 CONCLUSION

In this paper, an insight on the network bootstrap phase 
of 6TiSCH networks is offered. First a performance evalu-
ation of the minimal configuration is carried out showing 
how a static allocation of transmission opportunities can 
result in poor performance when large deployments are 
considered. Based on these results, a dynamic scheduling 
algorithm is proposed to drive the allocation of shared 
timeslots during network formation. The proposed schema
is designed to allow the transmission of EBs and RPL con-
trol messages to ensure proper TSCH network formation 
and execution of routing functionalities. The proposed 
schema is evaluated by means of simulations and real-
world experiments against Orchestra. Performance evalu-
ation results showed that the proposed algorithm can sig-
nificantly enhance both reliability and efficiency of the net-
work formation.  
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