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Abstract This paper analyses the dynamics of a nonlinear Cournot duopoly with general 
isoelastic demand (quasi-linear preferences) and quantity-setting firms that have incomplete 
information about the market demand. Unlike existing papers, we propose a model where the 
price elasticity of demand is different from one. This causes interesting local and global 
dynamic events that cannot be observed in the case of unit-elastic demand and homogeneous 
players. In particular, the global behaviour of the map is studied through the critical curves 
technique, and numerical simulations show coexistence of attractors, coordination failures 
and complex structures of the basins of attraction. 
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1. Introduction 
 
Analysing nonlinear dynamics in oligopoly models dates back at least to Puu [21], later 
followed, amongst others, by Kopel [18], Puu [22, 23] and Bischi et al. [6, 7, 9]. These papers 
have renewed interest in the study of expectations formation mechanisms differing from the 
rational expectations paradigm, as claimed by Agliari et al. [1, p. 527]: “When one takes into 
account the fact that nonlinear dynamical systems can produce dynamic paths that are not so 
regular and predictable, one of the major arguments against adaptive expectations does not 
seem so strong.” For instance, Bischi et al. [8] consider a Cournot duopoly with profit-
maximising firms and incomplete information that estimate a linear demand function. In 
particular, they compare the behaviour of firms that use the Local Monopolistic 
Approximation adjustment process with the behaviour of firms that use an adjustment 
mechanism based on the Best Reply dynamics (where firms are assumed to have complete 
knowledge of the market demand with naïve expectations). They show, for the case of unit-
elastic demand, that less information causes more stability to occur. 
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    In addition, the idea that slight differences amongst producers’ characteristics (e.g., 
heterogeneities in the cost function or different behaviours of players depending on the 
information set about the profit function) may cause major nonlinear local and global 
dynamic phenomena (such as lack of synchronisation and coexistence of attractors), has 
opened up the way for several interesting papers dealing with the behaviour of firms in a 
nonlinear oligopoly context (e.g., Tramontana et al. [26, 27]). 
    In this class of models, the cases of both linear demand (quadratic utility) and unit-elastic 
demand (Cobb-Douglas utility) are analysed with different objectives. The former assumption 
(linear demand) is illustrated by Kopel [18], Bischi et al. [6, 9] and Fanti et al. [16]. In 
particular, Kopel [18] shows that periodic and complex dynamics may take place in a model 
with cost functions that incorporate an inter-firm externality. Bischi et al. [9] concentrate on 
problems of synchronisation and intermittency that derive from a two-dimensional 
asymmetric map in a model with profit-maximising firms, while Fanti et al. [16] introduce 
managerial (relative profit) delegation and find that, despite the assumption of homogeneous 
players (symmetric map), a high degree of competition between managers may cause on-off 
intermittency, blow-out phenomena and multistability that are impossible under profit 
maximisation with homogeneous players. The latter assumption (unit-elastic demand) 
demand is illustrated by Puu [21, 23], Bischi et al. [6], Agliari et al. [2], Tramontana [25] and 
Gao et al. [17]. All these papers hypothesise unit-elastic demand on the part of consumers. In 
particular, Bischi et al. [6] show that symmetry-breaking bifurcations can occur only when 
some heterogeneities exist in the main parameters of the model, while Tramontana [25] 
explores a model characterised by one firm with complete knowledge of the profit function 
and myopic expectations about its rival’s output decisions, and the other firm with no 
knowledge of the profit function that makes use of local estimation of its marginal profits to 
adjust production in the future period. The main finding of the paper is that the interior fixed 
point of a two-dimensional map may undergo either a flip bifurcation or Neimark-Sacker 
bifurcation. 
    The aim of the present paper is to characterise the local and global dynamic properties of a 
nonlinear Cournot duopoly with general isoelastic demand and price elasticity different from 
one (quasi-linear preferences) by assuming that firms use local estimates of marginal profits 
to adapt production decisions period by period. Unlike Bischi et al. [6], although players are 
homogeneous and thus the dynamics of the model is described by a two-dimensional 
symmetric map, we show that interesting global phenomena can be observed. 
    The rest of the paper is organised as follows. Section 2 describes the static model. Section 3 
introduces a dynamic mechanism of production. Section 4 studies the properties of the basins 
of attraction. Section 5 introduces and describes critical curves. Section 6 studies local 
stability, global dynamic properties and synchronisation phenomena, and Section 7 concludes. 
The appendix provides microeconomic foundations for the general isoelastic demand 
function. 
 
2. The model 
 
We consider a Cournot duopoly with two types of agents: firms and consumers. A 
homogeneous good is produced and traded on a market with general isoelastic demand given 

by 
1

Qp  (which derives from quasi-linear preferences),1 where p  is the consumers’ 
marginal willingness to pay for product 21 qqQ  , 01 q  and 02 q  are outputs produced by 
firms 1 and 2 , respectively, and 0  is a parameter that captures the degree of demand 

                                                
1 See the appendix for microeconomic foundations of the general isoelastic demand function used in this paper. 
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elasticity. The case 1  (log-linear preferences) represents the unit-elastic demand model 
analysed, amongst others, by Bischi et al. [6], Puu [21] and Tramontana [25] in a Cournot 
duopoly under different hypotheses with regard to the information set of both players. In 
particular, Bischi et al. [6] assume that both players have limited information regarding 
profits (no knowledge of the market) and every firm behaves adaptively following a local 
estimate of their own profits (bounded rationality), Puu [21] assumes that that players have 
myopic expectations, both having complete knowledge of the profit function, while 
Tramontana [25] considers the heterogeneous case of myopic expectations and bounded 
rationality. 
    The production function of firm }2,1{i  has constant marginal returns to labour, that is 

ii Lq  , where iL  represents the labour force employed by firm i  (Correa-López and Naylor 

[14]). Firm i ’s cost function is assumed to be iiiiii qcLcqC )( , where 1c  and 2c , with 

021  cc , represent the constant average and marginal costs of producing an additional unit 
of output for firm 1 and firm 2 , respectively. 
    Firm i  maximises profits ( i ) that are given by: 

 iiiiiiiii qcqqqcQqcp ])[()()(
11







 . (1) 

We note that profit function (1) is concave in iq  for every positive quantity chosen by firm i ’s 
rival. Profit maximisation by both firms yields: 
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which implicitly define the reaction functions of firm 1 and firm 2 . The use of (2) and (3) 
allows us to obtain the unique Nash equilibrium of the game as follows: 
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We note that if 21 cc   then )/(2/1 211 ccc   should hold to guarantee that production, 
price and profits are positive. 
    If average (and marginal) costs are the same for both firms, that is ccc  21 , then the Nash 
equilibrium of the game becomes the following: 
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where aggregate production now becomes 
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price and profits boil down to: 
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the condition 2/1  is sufficient to guarantee that production, prices and profits are positive 

at the equilibrium. In addition, when 1  (log-linear preferences) we find that )2/(1* cQ  , 

cp 2*   and 4/1*  , i.e. profits are independent of average and marginal costs. 
 
3. Dynamics 
 
Time is discrete and indexed by ,...2,1,0t . With regard to the information set of players, we 
assume that they have limited information (no knowledge of the market demand) as in Bischi 
et al. [6, 9] and Fanti et al. [16]. In order to overcome this informational lacuna, we assume 
that at any time t  player i  uses an adjustment mechanism based on local estimates of 
marginal profits at time t  ( ii q / ) to determine production at time 1t  (see Bischi and 
Naimzada [5] with regard to a model with discrete time, and Dixit [15] with regard to a model 
with continuous time): 
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i
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qqq




  , (7) 

where 

 is the unit-time advancement operator, 0i  is a coefficient that captures the speed 

of adjustment of firm i ’s quantity with respect to a marginal change in profits, and iiq  is the 
intensity of the reaction of player i . Therefore, firm i  increases or decreases production at 
time 1t  depending on whether ii q /  is positive or negative at time t . This type of 
adjustment mechanism implies that although players have incomplete information about 
demand and cost functions, they are assumed to be only able to get a local correct estimate of 
marginal profits in the current period. 
    By using (7), and taking into account the non-negativity of variables 1q  and 2q , the two-
dimensional dynamic system can be written as follows (Cánovas et al. [10]): 
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However, in order to simplify the analysis in what follows we concentrate on the following 
map: 
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with initial conditions that belong to }0,0{\}0,0:,{ 2121
2  qqqqR . We remark that from a 

mathematical point of view map (9) is defined on set }0:,{ 2121  qqqqD . In addition, we 
define: 1) the set of interior feasible trajectories starting from initial conditions that belong to 

)int( 2
R  as },0,0:)int(),{( 21

2
21 nqqRqqF   , where n  is n th iterate of the map, and 2) 

the set of trajectories starting from initial conditions that belong to 2
R  as 

},),(:),{( 2
21

2
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* nRqqRqqF   . 
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    In what follows we analyse local and global dynamics in the symmetric case ccc  21  and 
  21  (homogeneous players). The following results hold. 

 
Proposition 1. Let )\(),( 2

21  RDqq . Then, )int(),( 2
21  Rqq . 

 
Proof. Let us consider the case 01 q  and 02 q . By contradiction, we assume 01 q  and 

02 q . Then, from map (9) it follows that 
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The second inequality in (10) implies that 0)1(
1



 Qc , but this is not consistent with the 

first inequality. The case 01 q  and 02 q  follows analogously. Q.E.D. 
 
The previous result guarantees that trajectories starting from initial conditions on 2

R  and 

converging to an attractor that lies on )int( 2
R  entirely lie on )int( 2

R . This means that it is not 

possible to have a trajectory that exits from )int( 2
R  and comes back on. 

 
Proposition 2. If 1c  then F  is a bounded set. If 1c  and 1  then infinity is not an 
attractor and all feasible trajectories are bounded. If 1c  and 12/1   then infinity is not 
an attractor. 
 
Proof. First of all, let us rewrite map (9) as follows 
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    If 1c , then Q  as ||),(|| 21 qq . By considering the sign of the three terms in 
brackets we obtain the existence of thresholds )ˆ,ˆ( 21 qq  such that 1q  and 2q  are negative for 

11 q̂q   and 22 q̂q  . 
    If 1c  and 1 , the expression in brackets in both the first and second equations in (11) 

is positive. In fact, we note that by collecting 
1

Q  in the second and third terms we obtain 
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Q i . In addition, such expression is less than one as ||),(|| 21 qq . This means 

that there exist thresholds )ˆ̂,ˆ̂( 21 qq  sufficiently high such that 11 qq   and 22 qq  , 11
ˆ̂qq   and 

22
ˆ̂qq  . At this point, it is sufficient to show that the expressions 1q  and 2q  take finite values 

in the compact set ]ˆ̂,0[]ˆ̂,0[ 21 qq  . We note that 1q  and 2q  are continuous functions and then 
they are bounded on the set of points 01 q , 02 q  and 01 q , 02 q , respectively. Then, we 

verify that they are bounded also as )0,0(),( 21 qq . Notice that 2
21 ),(  Rqq : 
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    If 1c  and 12/1  , analogously with the previous case, the expression in brackets in 
both the first and second equations in (11) is less than one as ||),(|| 21 qq . This completes 
the proof. Q.E.D. 
 
Remark 1. We note that in the case 1c  and 12/1   we cannot exclude the existence of 
unbounded trajectories even if numerical simulations did not reveal this behaviour. 
 
Remark 2. Assuming the same initial conditions, )0(1q  and )0(2q , trajectories that lie on the 

positive orthant of map T  are the same as those described by map T  for every t . In contrast, 
unfeasible trajectories of map T  coincide with trajectories that converge on the coordinate axes 
of map T  (Fanti et al. [16]). 
 

    Map T  defined in (9) has a unique interior fixed point with coordinates 
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points O , 1E  and 2E  imply that at least one firm does not produce and exits the market. 
    Map T  is symmetric, i.e. it does not change if variables 1q  and 2q  are swapped, that is 

TSST   , where ),(),(: 1221 qqqqS  . This implies that the diagonal }:),{( 2121 qqqq   is 
an invariant manifold, i.e. the dynamics lie on   for every t  by starting with )0()0( 21 qq  . In 
this case, the behaviour of the dynamic system is described by the restriction of map T  on  , 
and synchronised trajectories (i.e., )()( 21 tqtq   for every t ) are governed by  :T , where 
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With regard to map T , the following proposition can be established: 
 
Proposition 3. (1) If 12/1   and c/1  then the map is unimodal, convex and 
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    When the map is unimodal, we have a critical point 
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with a strictly positive image. 
 
Proof. The proof is straightforward from the sign of both the first and second derivatives of 
(13) and the limits of f . Q.E.D. 
 
    Figure 1 exemplifies the results of Proposition 3 in a stylised way. 
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                              (c)                                                                      (d) 
Figure 1. Different shapes of map T  according to the classification of Proposition 3. 

 
    In order to study local stability of map T  around   21 qqq , it is sufficient to consider: 
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From (15) it follows that the fixed point of T  is locally stable for 
c

 2
  and a flip bifurcation 

occurs at 
cflip

 2
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Remark 3. With respect to the classification introduced in Proposition 3, we note that a flip 
bifurcation can occur if and only if c/1 . 
 
In the analysis that follows, we will concentrate on cases 3 and 4 ( 1 ) because of the 
interesting dynamic events they can give rise to. 
 
Assumption 1. 1 . 
 
4. Basins of attraction 
 
In this section we describe the properties of the basins of attraction of map (8). Given Remark 
2, we do this by analysing the properties of map (9). Following Bischi et al. [9] and Fanti et al. 
[16], it is possible to show that coordinate axes and their preimages of any rank form the 
boundary for initial conditions of any feasible trajectory. The dynamics of map (9) restricted 
to one of the axes is governed by the following one-dimensional map: 
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    If 1c , then is  is concave and unimodal. In this last case, let 

















)1(

)1(~
c

q bound
i  and 






























 


1

1~
2

c
q cr
i  be the non-negative value of iq  such that 0iq  and the non-negative 

critical point of is , respectively. If bound
i

cr
ii q

c
qs ~)1()1(

)~(
2

112














, i.e. if 

1
)1()1( 1


 






 c

, then bounded trajectories along invariant axes are obtained provided 

that the initial value of the map lies on the segment line 

 ],[ 1 ii OO , (17) 
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iO  is the rank-1 preimage of the origin on the corresponding axis with a non-null 

coordinate equal to bound
iq

~ . In contrast, unfeasible trajectories along the invariant axis are 

obtained by starting from an initial condition outside i . From these arguments and 

Proposition 1 it follows that *Fi  . 

    In addition, the study of the Jacobian matrix restricted on iq  axis (and evaluated at a generic 
point of it) reveals that the two eigenvalues associated with eigenvectors )1,0(  and )0,1(  are 
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of the former eigenvalue allows us to classify the dynamics along the axis. The study of the 
latter one allows us to show that trajectories starting close enough to the axes with positive 
initial conditions are repelled by the axes. 
 
Proposition 4. If i) 1c  then any cycle on the positive semi axes is transversely repelling or ii) 

1c  and 1
)1()1( 1
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 then any cycle on i  is transversely repelling. 

 
Proof. Let us consider the properties along the axis 1q  ( 02 q ). If 1c  then only a cycle of 

period one (fixed point) on the axis does exist and eigenvalue 2
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concentrate on the fact that eigenvalue 2

~  is decreasing with respect to iq . We will show that 
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1q  is always greater than one. This implies that the eigenvalue 

associated with a cycle of any period will be greater than one. Let us consider, therefore, the 
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. Since the former inequality is more restrictive 

than the second one, the result follows. Q.E.D. 
 
It thus follows that i  belongs to )(FB  as well as to their preimages of any rank. Now, 
according to Bischi et al. [9], the next proposition holds. 
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Proposition 5. Let 1c  and i  be the segment lines defined in (17). If bound
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Proof. See Bischi et al. [9]. Q.E.D. 
 
Proposition 5 may be specified by considering the theory of critical curves (Mira et al. [19]). 
Indeed, if )(1

iT   belongs to regions without further preimages, then the feasible region is 

delimited by the segment lines i  and by their rank-1 preimages whose points can be 
obtained numerically (see Figure 4.b later in this paper). 
    For the subsequent analysis it will be useful to call attention to the theory of critical curves, 
which allows us to obtain the delimitation of a chaotic area when synchronization fails as well 
as study some global bifurcations. 
 
5. Critical curves 
 
It is important to note that map (9) is not an invertible endomorphism: for a given ),( 21 qq   the 
rank-1 preimage may not exist or it may be multivalued. Given the assumption of isoelastic 
demand with price elasticity different from one, then in considering map (9) we have to solve 
a non-polynomial system to compute ),( 21 qq  in terms of ),( 21 qq  . Nevertheless, through 
numerical computations and in accordance with models with unit-elastic demand or linear 
demand (e.g., Bischi et al. [6, 9]), the dynamic system (9) may have four, two or no real 
solutions (see Figure 2). Thus we can divide the plane into regions 0Z , 2Z , 4Z , according to 
the number of preimages (where the subscript in Z  indicates their number). A direct 
consequence of this fact is that, if we let ),( 21 qq   vary in the plane 2R , the number of rank-1 
preimages changes as the point ),( 21 qq   crosses the boundary that separates these regions. 
Such boundaries are generally characterised by the existence of two coincident preimages. In 
this regard, following the notation used by Mira et al. [19], we introduce the definition of 
critical curves. The critical curve of rank-1, denoted by LC , is defined as the locus of points 
with two (or more) coincident rank-1 preimages located on a set called 1LC . Since the map 
defined by (9) is continuously differentiable, 1LC  belongs to the locus of points where the 
determinant of the Jacobian associated with map T  vanishes (i.e. the points where T  is not 
locally invertible), i.e.: }0))((:),{( 2

211  TJDetRqqLC , and LC  is the rank-1 image of 

1LC  under T , i.e. )( 1 LCTLC . We have omitted expressions of the Jacobian matrix and its 
determinant because they are cumbersome and do not define a classical known curve (as in 
Bischi and Lamantia [4]). However, by using the techniques introduced by Mira et al. [19] we 
can define through numerical calculations segments of critical curves of increasing rank to 
delimit trapping regions of the phase plane (see Mira et al. [19] for details and for applications 
on this topic). 
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                               (a)                                                                           (b) 
Figure 2. (a) Critical curves of rank- 0 , 1LC , for map T . Parameter values: 8 , 6.0c  and 2 . (b) 

Critical curves of rank-1, )( 1 LCTLC , for the same parameter values as in panel (a). These curves separate 

the plane into regions 4Z , 2Z  and 0Z , whose points have a different number of preimages. 

 
6. Local analysis, global analysis and synchronisation 
 
The aim of this section is to study the dynamics of map (9). For doing this, we start with the 
local analysis around the diagonal. It is important to note that this topic is strictly related to 
synchronisation (intermittency). In this regard, we recall that dynamics are synchronised 
when there exists a *t  such that )()( 21 tqtq   for any *tt  . It is therefore crucial now to study 
properties of the Jacobian matrix of map T  defined by (9). 
    By considering now the restriction of map T  on  , we have the following Jacobian matrix: 
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1

)2(
)1(

1)()(





 qcqmql . (21) 

with eigenvector )1,1(  . 
    The eigenvalue ||  is related to the invariant manifold   and coincides with the multiplier of 

the restriction of the map on  . The eigenvector associated with the other eigenvalue is 
always orthogonal to   regardless of q . 

    Substituting the coordinates of E  we can characterise the local dynamics of the Nash 
equilibrium of the game by the following proposition. 
 

Proposition 6. The fixed point E  is locally stable if and only if 
c

 2
 . For 

c

 2
 , E  

undergoes a supercritical flip bifurcation. No other local bifurcation may arise around E . 
 
Proof. From the symmetry of the map it follows that the eigenvalues are real (no Neimark 
Sacker bifurcation can occur). By substituting out the coordinates of E  in the generic 
expression of the eigenvalues of a point on   we have 

 1
21

1)(1)(|| 
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E
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E . (22) 

Hence the fixed point is stable if and only if 
c

E
 2

1)(||  . Q.E.D. 
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Remark 4. With regard to local stability properties around the interior fixed point, we note that 
  plays a stabilising role. This means that an increase in   (i.e., a reduction in the price 

elasticity of demand) favours, ceteris paribus, the local stability of E . 
 
From an economic point of view, Remark 4 implies that the percentage variation in market 
demand that follows the percentage variation in price, is relatively low when   is high (i.e., 
the market demand is sufficiently inelastic). This causes, ceteris paribus, 1) a relatively small 
change in marginal profits of every firm in the current period, and 2) a weak reaction of every 
firm in terms of quantity that will be produced in the future. 
    The analysis of Proposition 6 can be generalised when an attracting cycle for T  on   
exists. We now recall that for a k -cycle )},(),...,,{( 11 mm qqqq  of T  embedded into the invariant 

line   and corresponding to the cycle },...,{ 1 mqq  of f , the multipliers are given by 

 ))()((
1

|| ii

k

i

k qmql 


 , (23) 

with eigenvector )1,1(  and 

 ))()((
1

ii

k

i

k qmql 


 , (24) 

with eigenvector )1,1(  . 

    The stability is ensured by the condition 1|| 
k . If we now consider a more complex 

situation, we recall that an attractor A  of f  is an asymptotically stable attractor of T  if and 
only if all trajectories belonging to A  are transversally attracting. In particular, if A  is a 
chaotic attractor a stability condition can be given in terms of the transverse Lyapunov 
exponent 

 ))((lnlim
1

iq
n

i
n 


   , (25) 

where Aq )0(  and )(iq  is the trajectory generated by f . 
 
The following classical definition of attractiveness can be established: 
 
Definition 1. A  is an asymptotically stable attractor (or topological attractor) if it is Lyapunov 
stable, i.e. for every neighbourhood U  of A  there exists a neighbourhood V  of A  such that 

UVT n )(  for every 0n  and the basin of attraction )(AB  contains a neighbourhood of A . 
 
    According to the initial conditions, it is possible to define a spectrum of Lyapunov 
exponents 
 maxmin ......   nat , (26) 

where nat
  is the Lyapunov exponent evaluated on a generic trajectory taken in the chaotic 

attractor. If a set is a Lyapunov attractor then 0max  . If 0max   and 0
nat , the set is no 

longer Lyapunov stable but it attracts a large set (the basin of attraction has positive Lebesgue 
measure) of points in the two-dimensional phase space. In this case, A  is a Milnor attractor.2 
We recall here its formal definition. 
                                                
2 From a computational point of view it is difficult to prove that A  is a topological chaotic attractor, while it is 
easier to verify whether A  is a Milnor attractor (it is sufficient to show that a transversely repelling cycle exists 
with a negative natural Lyapunov exponent). 
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Definition 2. A closed invariant set A  is said to be a weak attractor in Milnor sense if its stable 
set )(AB  has positive Lebesgue measure. 
 
It is important to stress that a topological attractor is also a Milnor attractor, while the 
opposite is not true. 
 
Finally If 0

nat  then A  becomes a chaotic saddle and trajectories that start from initial 
conditions close to the diagonal can either be captured by an attractor that envelops the 
saddle or captured by other attractors. 
    In the next section we will see that in order to have highly nonlinear dynamics, we should 
have the coexistence of both an elastic demand (high values of /1 ) and a sufficiently high 
reactivity of each firm with respect to a marginal change in its profits ( ). 
 
6.1. Numerical analysis 
 
    The importance of the global analysis for economic models is recognised by the fact that 
restricting attention to the local behaviour of a map does not give information with regard to 
the structure of the basins of attraction and their qualitative changes when parameters vary. 
Since for economic models it is also important to understand the long-term behaviour of 
variables given initial conditions, a characterisation of the basins of attraction is indeed 
necessary if one wants to show phenomena that occur by starting from initial conditions far 
away from the fixed point or an attracting set. 
    We now turn to numerical analysis to explore the dynamic phenomena of a Cournot 
duopoly with isoelastic demand. In particular, in order to better characterise the possible 
local and global dynamic events of the model, we consider two different parameter sets with 
regard to both the average and marginal cost ( c ) and price elasticity of demand ( ), and let 
the reactivity parameter   vary: 1) 6.0c , 2  and 2) 5.0c  and 6 . 
 
    (1) We start numerical simulations by considering 6.0c , 2  and 15.8 . For these 
parameter values we observe that the dynamics are captured by a two-piece attractor on the 
diagonal (see Figure 3 panel a). Figure 3 panel b also shows that this is an attractor only in the 
Milnor sense. This means that several cycles embedded in the diagonal are transversely 
unstable and implies that trajectories approaching on the diagonal are burst away by 
transversely unstable cycles. Indeed, the convergence towards the unique chaotic (Milnor) 
attractor of the system embedded in the diagonal occurs only after a very long transient. 
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                                 (a)                                                                              (b) 
Figure 3. (a) A 2-piece Milnor attractor exists on the diagonal. (b) Synchronization occurs only after a long 
transient (on-off intermittency). Parameter set: 15.8 , 6.0c  and 2 . 

 
When   is reduced to 8 , an important change in long-term dynamics is observed. This is 
because synchronisation fails to occur and the dynamics of the model are no longer confined 
on the diagonal. Indeed, a two-dimensional chaotic attractor that governs long-term dynamics 
now exists (see Figure 4 panel a). In addition, Figure 4 panel b shows the boundary of the 
chaotic attractor by the use of the critical line technique, while the preimages of the segments 

i  show the borders of the basin of attraction of the interior fixed point. The fate of 
trajectories that start out from initial conditions that are positioned outside that region is to 
make at least one of the two firms exit from the market. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               (a)                                                                           (b) 
Figure 4. (a) Existence of a chaotic attractor for 8 , 6.0c  and 2 . (b) Boundary of the attractor of T  

for the same parameter values is represented by iterating six times a segment of curve 1LC . The basin of 

attraction is bounded by the segments ],[ 1 ii OO  and their rank-1 preimages (in this case )(1
iT   belong 

to 0Z ). 

 
This change in long-term dynamics can be better understood through the study of the 
transverse Lyapunov exponent. The bifurcation diagrams plotted in Figure 5 shows the 
existence of a chaotic attractor on the diagonal for ]3.8,8[  except for some windows of 
low-period cycles (corresponding to which the Lyapunov exponent plotted in the figure can 
be interpreted neither as the natural one nor a good approximation of it). We note however 
that in the range of the parameter   that we have considered, the Lyapunov exponent 
changes its sign several times (it eventually becomes positive for larger values of   not 
reported in the figure). This implies that small changes in the parameter can produce sharp 
changes in long-term dynamics. In other words, economies that start with similar initial 
conditions may end up looking very different. 
    In addition, Figure 5 also shows that the natural Lyapunov exponent at 8  is clearly 
positive such that synchronisation fails to occur. 
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Figure 5. Bifurcation diagram of T  and the corresponding transverse Lyapunov exponent for ]3.8,8[  

given 6.0c  and 2 . 

 
    (2) We now turn to the parameter set 5.0c , 6  and let alpha vary from 6.30  and 

9.30 . When 6.30  we observe the coexistence of two interior chaotic attractors (Figure 
6). The former attractor (à la Milnor) is the red one (the diagonal). The latter is a four-piece 
symmetric (with respect to the diagonal) chaotic attractor displaying an evolution similar to 
that described by Fanti et al. [16]. 
    If we let   increase to 72.30 , we note that (i) only the attractors on the diagonal continue to 
exist (see Figure 7, panels a and b) and (ii) a basin bifurcation is close to occurring, as 
revealed by the position of curve )(bLC  which is close to contact with )(FB . 
 

 
Figure 6. Coexistence of a chaotic four-piece attractor and of a Milnor attractor. Parameter set: 6.30 , 

5.0c  and 6 . 
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                                (a)                                                                       (b) 
Figure 7. (a) A Milnor attractor exists on the diagonal. Critical curves show that a global bifurcation is close to 
occur. (b) Synchronization occurs only after a long transient. Parameter set: 72.30 , 5.0c  and 6 . 

 
    When 9.30  global bifurcation has already occurred (see Figure 8 panel a) and infinitely 
many holes appear (see Figure 8 panel b). In this scenario two closely initial conditions can 
generate dramatically different trajectories from both a dynamic point of view in the long 
term and economic point of view (see Figure 9). Indeed, by starting for instance from initial 
conditions 6)0(1 q , 10)0(2 q  the two firms will tend to coordinate (synchronise) 
themselves to strictly positive values of production in the long term. In contrast with this, by 
slightly changing )0(2q  from 10  to 1.10 , we observe that one of the two firms does not 
produce in the long term. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                 (a)                                                                        (b) 
Figure 8. (a) Portions of the basin of attraction of trajectories that converge to invariant axes for map (8) enter 

2Z  region. This causes the appearance of infinitely many holes in the basin of attraction of the Milnor attractor. 

(b) Enlargement view of the birth of one of the principal holes ( H ) in the basin of attraction of A . Parameter 
set: 9.30 , 5.0c  and 6 . 
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Figure 9. The figure shows how the appearance of holes in the basin of attraction of the attractor on the diagonal 
may cause difficulties in predicting feasible long-term trajectories of the model. In particular, two different 
trajectories generated by very closely initial conditions are depicted: one trajectory is associated with the 
coexistence of both firms in the market (black line); the other one is associated with the existence of only one 
firm in the market (red line), i.e. one of the two firm does not produce in the long-term. Parameter set: 

9.30 , 5.0c  and 6 . Initial conditions: 6)0(1 q , 10)0(2 q  (black line), 6)0(1 q , 1.10)0(2 q  
(red line). 
 
7. Conclusions 
 
This paper analysed nonlinear dynamic phenomena in a Cournot duopoly with isoelastic 
demand and price elasticity different from one. The model is characterised by the hypothesis 
of homogeneous players: firms have the same cost function and production decisions in the 
future by both firms are taken by considering the steepest (local) slope of the profit function 
at the current state of production as in Bischi et al. [6, 9]. 
    The two-dimensional system describing the dynamics of the economy is a symmetric map. 
The existence of a price elasticity of demand different from one makes it possible to observe 
phenomena such as coexistence of attractors, coordination failures and complex structures of 
the basins of attraction, that are impossible in a model with homogeneous players and a unit-
elastic demand. 
    The papers most closely related to ours (with regard to the assumption of isoelastic 
demand) are Bischi et al. [6] and Bischi et al. [8]. The former considers the case of unit-elastic 
demand and players with incomplete information (and assumes local estimates of profit in the 
current period by firms), and show that to observe complex dynamic events it is essential to 
introduce some forms of heterogeneity in the main parameters of the model (e.g., different 
marginal costs). The latter paper explores the mechanism of adjustment of quantities over 
time, different from those based on local estimates of profits, called local monopolistic 
approximation. Unlike their works, we showed the importance of having a price elasticity of 
demand different from one in determining local and global phenomena in a nonlinear duopoly 
with quantity competition when players are homogeneous. 
    In addition, from an economic point of view, relaxing the assumption of unit-price elasticity 
of demand makes it possible to let equilibrium profits depend on average and marginal costs, 
while also introducing a major role or the elasticity parameter in determining the stability of 
the interior fixed point: ceteris paribus, policies aiming at reducing the price elasticity of 
demand may favour the stability of the equilibrium. 
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Appendix. Microeconomic foundations of the general isoelastic demand function 
 
This appendix provides microeconomic foundations of the general isoelastic (inverse) 

demand function 
1

 Qp , where 0 . 
    The economy is comprised of two types of agents: firms and consumers, and it is bi-
sectorial, i.e. there exist a competitive sector that produces the numeraire good y  (whose 
price is normalised to one without loss of generality) and an oligopolistic sector with two 
firms (firm 1 and firm 2 ), each of which produces a homogeneous good iq , }2,1{i . 
    There exists a continuum of identical consumers whose preferences towards q  and y  are 
represented by the following quasi-linear utility function: 
 yQUyQV  )(),( , (27) 
where 21 qqQ   and 

 















1)ln(

0
1)(

1





 



ifQ

ifQ
QU . (28) 

The representative consumer maximises utility function (27) subject to the budget constraint 
MypQ  , where 0M  is the exogenous nominal income of the consumer (assumed to be 

high enough to avoid the existence of corner solutions). Since ),( yQV  is a separable function 
in variables Q  and y , and it is linear in y , there are no income effects on the duopolistic 
sector (see Singh and Vives [24] for a similar exercise with quadratic preferences and 
differentiated products). 
    Solving this problem gives the isoelastic inverse demand function: 

 













1

0
1

1





ifQ

ifQp . (29) 

    The literature on nonlinear oligopolies has generally used linear market demand functions 
(which derive from quadratic preferences) or unit-elastic demand functions, while leaving the 
study of nonlinear dynamic phenomena with general isoelastic demand essentially untreated 
(unlike the exception of Bischi et al. [8]). However, the static oligopoly literature has 
sometimes analysed models with isoelastic demands and price elasticity different from one 
with several purposes. Examples can be found in Chirco et al. [11], Collie [12], Colombo et al. 
[13], Neary [20] and more recently Beard [3]. In particular, Chirco et al. [11] develop a 
Cournot model with managerial incentive contracts (relative profits delegation) to study how 
the optimal delegation scheme is affected by the elasticity of market demand, while Beard [3] 
studies a Cournot oligopoly with n  profit-maximising firms and shows that the Nash 
equilibrium depends on both the elasticity of demand and share of industry costs. 
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