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Abstract

The paper describes a test rig designed to check and assess the reliability and the accuracy of the
fine incremental hole drilling method. An external load produces a controlled linearly through
thickness variable uniaxial stress field, known with good accuracy which can be applied and
removed at each hole increment. A procedure is presented to separate the contribution of the
relieved strains, caused by the external load, and that produced by the residual stresses in the
specimen. A significant effect of the definition of the hole zero depth was observed in order
to reproduce the reference bending. A procedure for selecting the zero depth was proposed for
correctly reproducing the reference stress. A similar correction was also applied to the residual
stress measurements. Hole drilling method reproduced the reference bending stress very accu-
rately, moreover, the residual stress distributions were in good agreement with independent X ray
diffraction measures.
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Nomenclature

F Force producing the reference bending.

b Bending load lever arm.

h Specimen thickness.

w Specimen width at the rosette strain gage location.
P Drilling tool diameter.

E Young’s modulus.

% Poisson’s ratio.

ef (0) Measured strain at zero depth under bending.

i=1,2,3 Strain gage grid indicator number.

zZj Hole depth at the j—th increment.

&(z)) Measured strain at the j—th depth increment, without bending load.
SZ-F (z) Measured strain at the j—th depth increment, with bending load.
Az, Range of the hole depth due to not perfect bottom surface flatness.
eRS(z)) Relieved strain due to Residual Stress.

eB(z)) Relieved strain due to Bending stress.

& err Strain measurement error.

OB Bending stress at the specimen surface.

011,033,013 Stress components calculated by the hole drilling method.

1 Introduction

Hole Drilling Method (HDM) is one of the most widely used technique to measure residual
stresses. If compared to X ray diffraction method, the HDM is much less expensive and more
suitable for in field applications. HDM is usually described as a semidestructive technique, in-
deed a small hole is produced at the tested component surface, that usually can be tolerated (for
example under static loading) or eliminated if necessary (for example under fatigue loading).
Trough thickness residual stress distributions are usually not uniform, particularly if residual
stresses are induced by surface treatments such as shot peening. Standard ASTM E837-01lel [1]
was limited to uniform residual stresses, however HDM is widely used also for residual stresses
with depth gradients. The basic idea is to record the relieved strains after each of a sequence of
hole depth increments, and then the residual stress distribution is obtained by solving an inverse
problem, which is classically carried out by the integral method [2, 3, 4]. A fundamental contri-
bution was given by the Finite Element (FE) method that allowed to calculate accurate influence
coefficients [5, 6] required to solve the inverse problem. The most recent standard ASTM E837—
08 [7] takes into account also the non uniform residual stresses problem, suggesting the use of the
integral method to calculate the residual stress distribution by means of the influence coefficients
available for some strain gage rosette geometries.

It is well known that the HDM can be affected by several kinds of experimental errors and uncer-
tainties [8, 9, 10, 11, 12]. After a round robin test program, Grant et al. published a good practice
that covers many possible sources of error about the use of the method, including: strain gage
measurement error, hole eccentricity, not perfect cylindrical shape of the hole and uncertainty of
the zero depth [13]. Schajer and Altus classified the measurement error sources [8]. They showed
that strain measurement errors produce stress calculation uncertainties that are independent of the
residual stress, while uncertainties in material constant and hole geometry (diameter and incre-
mental depth) produce errors proportional to the residual stress in the measure region. Zuccarello
considered the strain gage error and proposed an optimal hole stepping to reduce the strain error
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sensitivity to a minimum [11]. He proposed the optimal stepping for different numbers of depth
increments. A larger number of depth increments leads to higher spacial resolution, but also to
higher strain error sensitivity. Schajer also confirmed the need of a trade off between resolution
and error sensitivity [S]. High gradient residual stress would require small step increments, but
error sensitivity needs to be carefully considered.

When the HDM was initially proposed for evaluating variable residual stress by the integral
method, the hole depth increments and residual stress calculation steps were coincident [3, 4].
Recently, a more general approach has been introduced. The relieved strains are measured after
each hole depth increment (measurement step), while piecewise spline solutions can be calcu-
lated over larger steps (calculation step) solving a least squares problem [14, 15, 5, 16]. Each
calculation step necessarily includes at least one measurement step, however the distinction be-
tween calculation step and measurement step is noteworthy only if each calculation step includes
more measurement steps. Under these conditions the least squares solution produces a useful fil-
tering effect that reduces the noise and the random errors. To apply this approach the calibration
coefficients has to be obtained by means of influence functions of the depth. General influence
functions were obtained for any combination of parameters (material properties, typical kinds of
rosette and hole diameter) by Beghini and Bertini [14] elaborating a series of FE elastic simula-
tions for a large variety of configurations. Recently, the hole eccentricity was also included in the
inverse problem calculation as an input parameter [16].

The availability of the analytical IFs allows to elaborate even more than 50 incremental steps
within the maximum hole depth. It is important to point out that even using small measurement
steps and larger calculation steps, Zuccarello’s error analysis [11] is still valid in principle. Resid-
ual stress distribution needs to be calculated with a much lower resolution stepping, otherwise
the method is sensitive to strain measure errors. The advantage is that it is possible to distribute
the calculation steps according to the expected residual stress profile, concentrating more steps
in those regions where the residual stress function is more complex, thus adapting the calculation
stepping to the solution itself. Though residual stress solution is initially unknown, its local prop-
erties can be estimated with preliminary calculations. Exploiting this approach at best, Beghini et
al. [17] proposed a genetic algorithm to find the solution that selects the calculation steps in the
most efficient way. After a first solution obtained with low calculation step resolution, the algo-
rithm generates new series of calculation step distributions, with higher resolutions, and selects
those that give the best representation of the solution (lower standard deviation). The algorithm
ends when the solution reproduces the strain measurement with a standard deviation equivalent
to the estimated strain measurement error. A higher resolution would reproduce just the measure-
ment errors, rather than giving a better representation of the residual stress profile.

The present paper proposes hole drilling measurements of an imposed bending stress, which is
linearly variable along the thickness, and three different shot peening treatments that, on the con-
trary, induce high gradient residual stresses. Using the known bending stress as a reference it
was possible to esteem the HDM measure error and obtain a qualification of the residual stress
measures.

2 Material and surface treatments

Different shot peening treatments were applied to plates made by high strength aluminum alloy
AA 7075 T651, with composition reported in Tab.1.
The T651 heat treatment applied to aluminum alloy 7075 is:

1. solution heat treatment for 30 min at 475 °C;



Mg[% ] |Zn[%] | Cu[%] | Mn[ % ] Cr[ %]
2.1+29|51+6.1|12+2.00.30 0.18+-0.28
Ti[%] |Si[%] |Fe[% ] | Others[ %] | Al

0.20 0.40 0.50 <0.2 balance

Table 1: Aluminum alloy 7075 composition.

‘ Composition Hardness | Bulk density | Young’s modulus ‘
| 2105 67%, Si0231% | 700HV | 2.3 gem ® | 300 GPa |

Table 2: Bead material main properties.

2. water quenching;
3. stress relief by uniaxially stretching up to a permanent strain elongation of 2.5%;
4. aging at 120 °C for 6 hours.

As a consequence of the strain hardening Bauschinger effect during the heat treatment, the T651
treatment tensile yield stress was higher than the compressive yield stress. Two tests (uniaxial
compressive and uniaxial tensile) were performed on 7075 T651 samples and the relative stress—
strain curves are collected in Fig.1.
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Figure 1: Aluminum alloy 7075 T651 experimental uniaxial (compressive and tensile) tests.

The tensile yield stress was 525 MPa, while the compressive yield stress was -500 MPa (0.2%
proof stress).

Both surfaces of each plate were shot peened, and the specimens for the HDM were obtained by
milling, after the peening process.

Fused ceramic ZIRBLAST® beads were used for all the shot peening treatments. The ceramic
material composition and its mechanical properties are reported in Tab.2. Three shot peening
treatments were investigated: the lighter treatment (that is referred to as the B120 treatment) was
obtained with small shots, the deeper treatment (Z425 treatment) was obtained with larger shots,
and the third treatment (Z425 & B120 treatment) was the Z425 treatment followed by the B120
treatment. The Almen intensities were measured for each treatment, Tab.3.

The microhardness was measured along the specimen depth (Fig.2) in order to show the effects
of the surface treatments on the local work hardening that the material experienced. As expected
the treatment B120 produced an increase of the microhardness very close to the surface, while
the deeper shot peening treatment affected the material properties at higher depth (0.25 mm
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Bead Bead Angle of | Coverage | Almen
Treatment size speed | impingement intensity
[um] | [m/s]
B120 63125 | 57+£5 90° 100% 45N
7425 300710 | 26 +2 90° 100% 45 A
7425&B120 7425 followed by B120 45 A

Table 3: Shot peening parameters.

depth), moreover, the maximum value of the microhardness was found at 0.15 mm depth. For the
combined treatment, it is clear that the second peening increases the microhardness within a depth
not larger than 0.2 mm, that is exactly the light treatment depth. Considering the increase of the
microhardness as compared to the not peened material, the combined treatment microhardness is
roughly the superimposition of the two microhardness profiles.
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Figure 2: Microhardness profiles for the three shot peening treatments.

2.1 Xray diffraction measurement of shot peening residual stress

X Ray diffraction (XRD) residual stress measurements were carried out using the sin? y method
[18]. The crystallographic direction < 422 > was chosen in order to obtain high stress sensitivity
by means of the Neerfeld Hill method [18, 19, 20]. A specific procedure of chemical etching
for the progressive thinning of the specimen was employed [21]. The correction accounting
for the effect of the removed layer on the residual stress field was performed according to the
indications reported in [18] with the algorithm proposed in [22]. The residual stress field was
assumed biaxial, i.e. neglecting the out of plane stress components, and the stresses in the plane
were supposed uniform in the XRD sampling volume, which was a spot having a of diameter 2
mm and a depth of 1030 um. The output of the XRD measure is a stress component which
is the average between the two in plane principal stresses, however the shot peening is known to
introduce an equibiaxial residual stress field. The XRD measurements of the three shot peening
surface treatments are reported in Fig.3.

Comparing the microhardness profiles (Fig.2) with the XRD residual stress measures (Fig.3), it
is evident that the compressive residual stress depth and the work hardening depth are correlated
for the Z425 treatment and for the combined treatment. For both the two treatments the layer
depth of the compressive residual stress is 0.25 mm, where the microhardness profile reaches
the material untreated microhardness. This correlation is not valid for the B120 treatment, the
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Figure 3: XRD residual stress distributions for the three shot peening treatments.

compressive residual stress depth is 0.075 mm while the microhardness profile is higher than the
untreated material microhardness up to 0.150 mm. Coherently, the effect of the B120 treatment
superimposed to the Z425 is extended to a depth of 0.2 mm in terms of microhardness profile,
and up to 0.1 mm only in terms of residual stress distribution.

3 Bending test rig for hole drilling method qualification

The use of a reference known stress to validate the HDM measure was proposed in the pioneering
work by Rendler et al. [23]. Zuccarello also proposed a reference stress measure to have a
qualification of the HDM method, by loading a plate specimen under bending, over the yield
limit, and then obtaining a residual back stress after removing the load [11]. In order to produce
a more controlled stress distribution, to be used as reference, a bending apparatus was designed
and manufactured in collaboration between SINT Technology and the Mechanical Department
of Pisa University. The apparatus is essentially a cantilever beam, loaded at the free end by a
pneumatic actuator force F'. When the load is removed, the specimen is under the residual stress
only. When the force is applied the specimen experiences the residual stress superimposed to the
bending stress. The load is controlled by the cantilever beam stiffness and the actuator stroke, so
the load F is applied with good repeatability at every cycle. A load cell allowed to measure the
applied load F. The test rig is shown in Fig.4.

The length of the cantilever was chosen in order to produce prevailing bending stress, in the
measurement region, and negligible shear stress. As shown in Fig.5(a) the specimen (extracted
by the shot peened aluminum alloy 7075 T651 plates) was a part of the cantilever beam. The
specimen shape was obtained by milling. The rosette strain gage center was located on the
specimen axis in the middle of the tapered region. The angle of the tapered region was chosen
in order to avoid longitudinal stress gradient of the prevailing bending stress, as suggested in
the standard ASTM E 251-92 [24], Fig.5. Moreover, the distances between the rosette center
and the bolted flanges were designed to make the effects of lateral constraint negligible, thus
obtaining the bending deformation as a beam structure, in the rosette region. By means of a
3D FE analysis it was verified that the difference between the stress and the prediction by the
classical beam theory was below 1%, in the rosette region. Particular care was devoted to the
assembly procedure, to avoid misalignments between the specimen axis and the position of the
load.
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Figure 5: (a) Specimen under bending load. (b) Hole position on the specimen.

3.1 Hole drilling equipment

The hole drilling equipment used in the present experimental activity is produced by SINT Tech-
nology srl (that is referred to as ‘RESTAN — MTS 3000’ in Fig.4), more information is available
in Refs.[25, 26]. Details of the hole drilling equipment are reported in Tab.4.

The holes were produced by means of a high speed air turbine (rotational speed: 400000 rpm)
with TiAIN surface treatment carbon tungsten drilling tool. This high speed hole drilling tech-
nique was initially suggested by Flaman and Herring [27]. The eccentricity was reduced through
a monocular optical microscope with cross hairs to help the operator in aligning the drilling axis



Tool Model Company

Strain gage rosette K-RY61-1S/120R-3-0,5m | H.B.M.

Strain gage amplifier | Spider 8 H.B.M.

Drilling tool CTT @ = 1.6 mm SINT Technology

Table 4: RESTAN — MTS 3000 equipment details.

with the rosette center. After drilling, the effective hole diameter and the residual hole eccentric-
ity were measured using the optical microscope and two micrometric gages (resolution: £0.001
mm, uncertainty: £0.004 mm) placed on the guides aligned with the rosette axes.
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Figure 6: (a) Digital dial gage. (b) Incremental hole depth measure scheme. (c) Dial gage hole
depth vs. nominal hole depth.

The zero depth was found by way of an electric contact between the tool and the metallic spec-
imen surface. After the zero depth set up an electric stepping motor drives a calibrated screw
system producing the hole depth incremental steps. The actual hole depth increments were also
measured by a micrometer with a digital gage indicator (resolution: £0.001 mm, uncertainty:



40.004 mm), as schematically shown in Fig.6.

The measured hole depth, was slightly different from the nominal hole depth imposed by the step
motor, as shown in Fig.6(c). The digital dial gage accumulated an offset in the first few incre-
ments, up to 10 um at the third step (i.e. at the nominal depth of 60 um), while the following
nominal and measured depth increments were in good agreement. The measurement of the depth
increments was also verified by optical microscope direct observation of drilled holes, sectioned
and polished samples. The hole depth, observed through the optical microscope, was found in
agreement with the gage measurement (maximum errors found of few microns), Fig.7.

Z(nominal)=100 um
Z(dial gage)=88+ 4um
500 um Z(microscope)=90+ 2 um

Figure 7: Comparison between the hole nominal depth, the digital gage depth, and the optical
microscope direct observed depth.

To produce accurate strain measurements the signal acquisition was repeated 10 times in 0.3 s,
and the mean value and the standard deviation were calculated. The strain measurement was
performed 3.0 s after each step, in order to extinguish the temperature transient induced by the
drilling.

The equipment operating parameters are summarized in Tab.5.

Parameter Value Notes

Depth increment speed 0.2 mm/min

Maximum hole depth 2 mm

Hole step increment 0.02 mm Depth range: 0.0 < 0.5 mm
Hole step increment 0.05 mm Depth range: 0.5 +2.0 mm
Strain measure delay time | 3 s

Strain average sampling 10 times after 30 s each

Table 5: Operating parameters.

3.2 Testing procedure

The relived strains were measured both with and without the bending stress, after each hole
depth increment. To separate the bending stress from the residual stress measures, the following
procedure was applied:

1. the signal bridges were balanced with no force applied at the beam;

2. before drilling, the bending load F' was applied to the cantilever beam and the rosette strain
gage three signals €7 (0) (i = 1,2,3) were measured;



3. the bending load was removed, verifying that the signals returned to zero;

4. the drilling tool was positioned at the strain gage rosette center (with eccentricity as small
as possible, by means of the monocular microscope);

5. the drilling tool was put in contact to the specimen surface, i.e. at the nominal zero depth
(with the aid of the electric contact between the specimen surface and the drilling tool);

the hole drilling was performed up to depth z;, without the bending load;
the strain signals were measured: &(z;), still without the bending load;

the bending load was applied and the three strain signals were measured again: SI-F (z1)3

e L =N R

the bending load F' was removed;

10. steps 6-9 were repeated after each j—th hole depth increment, and signals &(z j),ef (z))
were measured (and recorded in a computer file), up to the maximum depth.

The entire procedure was performed automatically by means of a LabVIEW routine programmed
on purpose.
Material elastic constants E and v were found, after the first relieved strain measure £/ (0):

el (0) £l (0)
where the bending stress op is:
6Fb
- 2
OB W]’lz ( )

Eq.1 is valid if the rosette is oriented with the 1% gage grid aligned with the specimen axis. Fig.5
shows the geometric parameters F,b,w, h.

Measured E and v were found in good agreement with the expected material constants, Tab.6.
This confirmed the validity of the strain measurement.

Specimen # | o [ MPa ] | €7(0) [ue] | €' (0) [ue]l | E[GPa]| v
1 65.0 902 —266 72.1 ] 0.295
2 83.7 1159 —361 722 | 0.311

Table 6: Material elastic constants deduced from the strain gage measure, before drilling.

The material elastic constants £ = 72 GPa, v = 0.30 were inputed in the subsequent HDM resid-
ual stress calculations.

3.3 Separation of the residual and bending stress

The HDM inverse problem was applied both to the self equilibrated residual stress and to the
externally applied bending stress. When the bending load F is applied, the specimen is under
bending stress plus residual stress. The Residual Stress and the Bending relieved strain compo-

nents €85(z;), €2°(z;) were to be separated:

£(zj) = &(z;)

3)

&7°(2) = & (zj) — &(zj) — & (0)

10



eR5(z;) and €P°(z;) were then inputed into the inverse problem analytical procedure to obtain
the residual stress and bending stress distributions, respectively. In the second of the Egs.3 the
initial strain (before drilling) siF (0) was subtracted from the j—th strain gage signal, because the
relieved strain is generated by the introduction of the hole, indeed the bending relieved strain at
the zero depth is zero: €2¢(0) = 0.

3.4 Choice of the calculation step for the inverse problem

The HDM inverse problem is the calculation of the stress distribution below the surface from the
strain gage measurements at the hole depth increments. As described in the Introduction, it has
been recently introduced the possibility of using calculation steps larger than the measurement
steps. In this activity the measurement stepping was not uniform along the entire hole depth.
Near the surface, the measurement step increment was 0.020 mm until the hole depth of 0.5 mm
(as previously reported in Tab.5) to have a good resolution in the shot peening depth range. After,
the measurement step increment was 0.050 until the final hole depth of 1.700 mm. The inverse
problem was solved selecting a calculation step every three drilling incremental steps. Therefore
each calculation step was nominally 0.060 mm up to 0.5 mm and 0.150 mm after. The dial gage
hole depth measure was used for the experimental hole depths. Therefore, the actual calculation
steps are not perfectly uniform, however the use of the influence functions does not require an
equally spaced hole depth increments sequence. This high resolution stepping was necessary
for reproducing the high gradient residual stress generated by the shot peening treatments. A
larger calculation step was also investigated, showing not adequate resolution (see results below).
Obviously, to reproduce the bending stress, the best choice would be to select one single linear
expression of the stress in the whole domain. However, high resolution calculation step was
tested on the reference bending stress to be then adopted for reproducing highly variable shot
peening residual stress profiles.

4 Measured bending and residual stresses

4.1 Reference bending stress

Bending relieved strain distributions SI-Be(z ;) were calculated, according to Eq.3. Among the
three signals (i = 1,2,3), elBe(z ;) was the highest in absolute value (8}36 (zj) was negative, since
at the measuring specimen side the bending stress was tensile). To check the trend, the relieved
strains were calculated by means of the influence functions, introducing as input the effective
hole diameter, eccentricity, and bending stress distribution as the experimental conditions. The
first few points of e?e(z ;) are reported in Fig.8(a) along with the expected relieved strains at the
same hole depths. As mentioned above, the inverse problem was solved taking a calculation step
every three hole depth increments z; and obtaining a least squares linear spline solution. The
calculated HDM stress distribution is shown in Fig.8(b).

It can be concluded that the HDM reproduces the reference bending stress in the depth range
0.05 = 1.0 mm, quite correctly. It is well known that the HDM can not be accurate after (approx-
imately) 50% of the hole diameter, because thereafter the increments are far from the surface,
so they produce an effect too small to be accurately measured by the strain gage on the surface.
About the test shown in Fig.8 the hole diameter was 1.78 mm and the solution was accurate up
to 1.0 mm, Fig.8(b).

The strain gage is very sensitive to the material removal close to the surface, so the bad predic-
tion in the depth range 0+ 0.05 mm must be differently explained. The HDM measure in this
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Figure 8: (a) Bending stress main component relieved strain experimentally obtained compared
with the expected trend. (b) HDM reproduced reference bending stress.
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Figure 9: Section of the hole: (a) not perfect perpendicularity between drilling tool axis and
specimen surface (here exaggerated), (b) not perfect flatness of the hole bottom surface.

near surface depth range (that is referred to as the ‘subsurface’ depth range) is affected by the
following sources of error:

* the drilling tool axis perpendicularity with respect to the metal surface can be not perfect,
Fig.9(a);

* the hole bottom surface is not planar and it shows a fillet at the edge, the undulation range of
the bottom surface Az = 0.04 mm is comparable with the extension of the first calculation
step, where the HDM prediction was inaccurate, Fig.9(b).

During the first hole increment, the cutting edge was not completely in contact with the metal
surface (drilling tool axis not perpendicularity), and also the volume of the removed material was
not a perfect cylinder (bottom surface undulation and fillet at the edge). As a consequence, the
relieved strain signals show a starting point offset. The Fig.8(a) shows an evident zero offset
of the first grid signal that was aligned with the bending stress and then measured the highest
(absolute value) signal.
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Figure 10: (a) Linear fit over few initial relieved strains, past the first. (b) Bending stress obtained
with corrected relieved strain distribution, compared to the previous result.

After the initial inaccurate measurement, the relieved strain signal keeps increasing with the ex-
pected trend, Fig.8(a). This evidence suggests a correction to be performed in order to reduce
the zero depth subsurface error. The linear fit interception of few initial relieved strain measure-
ments past the first with the zero strain was assumed as the ‘corrected’ zero depth and the HDM
calculation was performed offsetting the hole incremental depths as shown in Fig.10(a). For the
present case the zero depth offset was 0.016 mm, and it produced the effect shown in Fig.10(b). It
is evident that before the correction, the estimated subsurface stress was erroneously low, while
after the correction the reference bending stress was better reproduced. The zero depth error
somewhat propagates over the entire depth range, however its effect was mainly confined to the
first calculation step.

It is worth noting that the not perfect flatness of the hole bottom surface is just one source of
measure error. Its influence is predominant at the initial steps, but its effect can be coupled with
other sources of error. In particular, the strain gage are quite accurate but they can still produce
measurement errors, that can be amplified when the HDM inverse problem is solved. According
to Figs.11 the maximum error between the bending stress reproduced by the HDM and the refer-
ence bending stress is approximately 10 MPa near the surface, though the zero offset correction
(without the zero offset the surface error would be much larger). Being the bending stress 65
MPa, the subsurface error is approximately 15% of the expected value.

Performing a difference between the relieved strain, due to the residual stress, and the relieved
strain due to the bending, the bending stress relieved strain measurement is then affected by a
double strain gage error. Assuming a strain gage error ==&; ¢y for each relieved strain independent
measure, it follows that:

(ng(Zj) + & err — giF (0)) — (&i(zj) £ &ierr) = giBe(Zj) + 28 err 4)

If an acceptable matching is found between the reference imposed bending stress and the stress
distribution given by HDM, the accuracy about the residual stress is then expected to be better,
because the relieved strain measure is direct. More precisely, considering the linearity between
the relieved strain and the calculated stress, the HDM measure uncertainty can be reported on the
residual stress measures divided by a factor of 2. An estimate of the subsurface uncertainty is,
therefore, =8% of the surface stress.

Fig.11 also shows the effect of a larger calculation step on the inverse problem solutions. The
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Figure 11: Reference bending uncertainty sensitivity to the calculation step size.

‘Stepping 1’ is three measurement steps each calculation step, while the ‘Stepping 2’ is six mea-
surement steps each calculation step. By using a larger calculation step the error with respect to
the reference bending stress was lower. The maximum error reduced to 7 MPa, i.e. 10% of the
reference bending stress.

Summarizing the error sensitivity conducted in this section, by means of the reference stress to
provide a measure qualification, it was found that:

* in the depth range between the subsurface and (approximately) half the hole diameter,
the HDM measure reproduced very accurately the reference bending stress, proving the
accuracy of the method;

* a linear fit on initial relieved strains can be used to find a more effective experimental
definition of the zero depth, and then the accuracy was improved in the subsurface region;

* though the zero depth correction an error of 15% was still observed in the subsurface depth
region;

* considering that the bending relieved strains were the result of the difference of two mea-
sures, the subsurface uncertainty to be reported on a residual stress direct measure is +8%;

* by using a double calculation step the subsurface error reduced to 10%, and then the direct
measure uncertainty is £5%.

4.2 Residual stress measurements

The zero depth correction was also applied to the measured relieved strain SZ.RS (zj) in order to find

the shot peening treatments residual stresses. The shot peening treatments residual stress investi-
gated in the present paper were not expected to be null at the surface, and then the relieved strain
were expected to start with a finite derivative (neither zero nor quite low). The zero depth offset
corrections were found in the range of: 0.010 <+ 0.015 mm. The relieved strain high derivative
assumption does not hold for a generic residual stress field, indeed if the residual stress is low
at the surface, the relieved strain does not have an initial high derivative. In such a situation, the
relieved strain profile suggests that the zero depth correction can not be applied.

The HDM procedure residual stress results are shown in Fig.12, and they are compared with the
XRD measures previously reported, Fig.3.
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Figure 12: Residual stress measured with HDM and compared with XRD, for the different shot
peening treatments: (a) B120, (b) Z425, (c) Z425 & B120.

The HDM procedure output is the three in plane stress components, normal stress along the
first grid direction o071, normal stress along the third grid direction o033, and finally 1-3 shear
stress component ¢73. It is evident that the shear stress was negligible in the entire depth range,
moreover, the two normal stresses were almost coincident at any depth position, for all the three
residual stress distributions. The stress state was then equibiaxial, which is consistent with the
shot peening process that does not introduce any preferential direction. Due to the in plane stress
equibiaxiality condition the XRD average stress measure was directly comparable to HDM.

In the results reported in Fig.12, the ‘Stepping 1’ was used (one calculation step every three
relieved strain measurements, as discussed above). At the subsurface the estimated uncertainty
band is 30 MPa (being £8% of the surface stress: 300 — 350 MPa, compressive stress), while
it is expected to be much more accurate in the depth range 0.050 — 1.0 mm).

The two residual stress measures were essentially in agreement, however, some issues arose that
are here discussed. The B120 shot peening treatment was very shallow. The maximum (absolute
value) residual stress was found at the surface. It is remarkable that the depth of the layer affected
by the residual stress was lower than 0.1 mm, which is just few hole drilling steps, and also sim-
ilar to the subsurface depth. Though the comparison with XRD is encouraging, a shallow stress
distribution, as the B120 treatment, is at the limit of the HDM resolution.

About the deeper treatments (Z425 and Z425 & B120), it is evident that there is a depth offset
between the two measures. The depth of the plastic deformation, that produces microhardness
higher than untreated material, is correlated to the compressive residual stress depth produced
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by shot peening [28, 29]. The HDM measures show compressive residual stress up to 0.2 mm,
which is the same depth of Z425 and Z425 & B120 higher microhardness, Fig.2. The chemical
etching to produce in depth XRD measure can be a source of depth uncertainty.

The HDM predicts the maximum residual stress at the surface for the Z425 & B120 treatment,
while the XRD predicts the maximum residual stress at 0.05 < 0.08 mm depth. As discussed
above the HDM uncertainty is mainly at the surface, though the zero depth offset correction. An
other possible reason of this discrepancy can be the plasticity effect. If the residual stresses are
high, the material experiences plastic strain after introducing the hole, and the measured relieved
strain are larger than those expected if the material were elastic. The residual stresses obtained
by the inverse problem calculation are therefore overestimated. The HDM measure is acceptable
only if the stress result does not exceed one half of the yield strength, according to the ASTM
standard [1]. Beghini et al. [30] demonstrated that this restriction is overconservative, showing
that the measure can be accepted even when the stress result is 60% = 70% of the yield stress,
expecially for materials with a not negligible strain hardening at the plasticity onset. The shot
peening residual stress peak value of 400 MPa, equibiaxial compressive! is 80% of the compres-
sive yield stress 500 MPa, Fig.1.

As discussed before, less sensitivity to the strain gage error measure can be obtained with a larger
calculation step. However, a drawback is that the spacial resolution can become inadequate to
reproduce a complex variable residual stress profile. To investigate this issue through an exam-
ple, Fig.13 shows the Z425 & B120 residual stress result obtained with the ‘Stepping 1°: one
calculation step each three relieved strain steps, as in the results shown in Fig.12, compared to
the residual stress result obtained with the ‘Stepping 2°: one calculation step each six relieved
strain steps.
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Figure 13: Shot peening treatment Z425 & B120 residual stress distribution, reproduced with a
larger (double) calculation step.

The Stepping 2 solution of the Z425 & B120 residual stress measure reported in Fig.13, intro-
duces a maximum resolution error that is approximately 150 MPa, that invalidates the less error
strain gage error sensitivity.

In summary the ‘best’ calculation step choice is to be adapted to the obtained solution. If the
residual stress changes remarkably a small calculation step is necessary, despite the higher error
sensitivity. On the contrary, for an almost uniform residual stress profile a large calculation step
can be used with the benefit of a small strain gage error sensitivity.

I'The out of plane stress component is null at the free surface, and very low below the surface too. The three
principal stress are: o7 = —400 MPa, 6, = —400 MPa, 03 = 0 MPa, therefore the equivalent von Mises stress is
oym = 400 MPa.
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5 Conclusions

1. A dedicated apparatus was produced to verify the hole drilling method measurement by
means of a reference bending stress distribution, which was imposed under controlled con-
ditions and then was known with good accuracy.

2. The bending stress distribution was successfully reproduced by the HDM measure, in the
depth range 0.05 <+ 1.0 mm (hole diameter: 1.78 mm). It was verified that the hole drilling
method can not accurately measure after a depth approximately 50% of the hole diameter,
moreover less accurate measures can also be obtained near the surface.

3. Itis here demonstrated that the lower measurement accuracy near the surface was primarily
due to the not flat bottom surface of the drilled hole. Indeed, the size of the hole bottom
surface undulation was similar to the depth of the less accurate measures near the surface.

4. A simple and quite effective way to reduce this problem was suggested in the paper. If the
residual stress at the surface is not negligible, the initial measurement relieved strains have
a linear trends that can be captured, with a numerical fit, and then a corrected zero depth
can be obtained. The measurement of the reference bending stress was quite improved by
performing this correction.

5. The same correction was also applied to the residual stress measurements of shot peened
specimens with different intensities. The residual stress distributions were also measured
by means of X ray diffraction technique, and a satisfactory comparison was obtained.

6. Using larger calculation steps reduced the maximum error, with respect to the reference
bending, but the spacial resolution was obviously coarser. Reproducing a linear variable
reference stress with a linear spline, no resolution issue arose. On the contrary, about the
shot peening residual stress distribution it was shown that a too large calculation step gen-
erated poor resolution error, and then the less strain gage error sensitivity benefit vanished.
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