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Abstract

The aim of this work is to analyse the interplay between economic growth and environ-
mental quality. Specifically, the article considers an economic growth model with optimising
agents à la Ramsey where production negatively affects the environment. The novelty of
this work is to assume that such a negative impact does occur with a certain time lag rather
than instantaneously, as is commonly assumed in economic models. The existence of (dis-
crete) time delays in this process may be a source of instability of the unique stationary
equilibrium of the system and may cause the emergence of Hopf bifurcations.
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1 Introduction

Since the last decades there exists a burgeoning interest by theoretical and empirical economists
in studying the interplay between economic growth and the environment (see Xepapadeas, 2005,
for a detailed discussion on this issue). This is because also governments and policy makers are
advocated of being alerted (sometimes driven by growing movements of public opinion) about
the possible serious environmental degradation along the process of economic activity all around
the world. Therefore, analysing issues related to sustainable growth from an academic point
of view has become an important task. One of the first works that accounted for problems of
environmental degradation in growth models is the seminal article of Day (1982), who considers
a Solow-type growth model where pollution negatively affects production and fluctuations may
arise because of the interplay between economic activity and environmental quality. Along this
line, some works have focused on the role played by the environment in the production process, as
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pointed out in the so-called Green Solow model by Brock and Scott Taylor (2010), who relate the
theoretical one-sector Solow growth model to the Environmental Kuznets Curve. Specifically,
they build on a model that incorporates an exogenous abatement mechanism (technological
progress in abatement) in the technology of production adopted by Solow (1956) and find that
GDP growth causes an inverted U-shaped evolution in environmental quality (Environmental
Kuznets Curve). Other works were developed to account for the behaviours of optimising agents
in models that include environmental variables (see, for instance, Bovenberg and Smulders, 1995;
Ayong Le Kama, 2001, Wirl, 2004; Antoci et al., 2011). Some of these contributions focus on
the steady-state relationships between the main variables involved in the models, whereas others
concentrate on the study of nonlinear dynamics when the environment affects production. For
example, Antoci et al. (2011) find the possibility of the existence of persistent fluctuations
in a continuous time model with optimising agents under the assumption of a technology of
production that makes use of a free-access natural resource as an input. An alternative approach
is that of assuming that an environmental variable (e.g., an index of environmental quality or
pollution) directly enters the utility function of agents (John and Pecchenino, 1994; Zhang, 1999;
Antoci, 2009). Even within this modelling approach it was shown the possibility of nonlinear
dynamic outcomes. For example, Zhang (1999), by using a particular specification of the model
of John and Pecchenino (1994), shows that the dynamics are described by a unimodal map.

We note that in discrete-time models the emergence of nonlinear dynamics is often related to
the existence of a time lag between the economic activity (production or consumption) and its
impact on environmental quality (Zhang, 1999; Antoci et al., 2016). Instead, in continuous time
models, where the economic activity and its environmental damages are assumed to occur at the
same time, nonlinear dynamics are generated by 1) particular nonlinear functional specifications
of the evolution of environmental dynamics (D’Alessandro, 2007; Antoci et al., 2011) or 2) quite
complex decision-making processes (optimisation problems with more than one control variable)
of economic agents (Itaya, 2008; Antoci et al., 2011). The purpose of this article is to analyse
the dynamics of a model in which production and allocation choices take place continuously, but
there is a time delay between the economic activity and its impact on the environment (see, for
example, Nadadur and Hollingsworth, 2015, for a survey on long-term effects of air pollution, and
Mapanda et al. 2005, for a contribution on the long-term effects of irrigation using wastewater).1

From a modelling perspective, contributions on economic dynamics with time delays have
existed since the thirties of the previous century (Kalecki, 1935). A part of this literature (Asea
and Zak, 1999, Bambi, 2008) focused on macroeconomic business cycles by considering the role
of gestation lags on investments (i.e., capital takes time to become productive). In addition,
there is a branch of the literature that concentrated on the study of problems with the so-called
vintage capital, that is models characterised by the coexistence of modern technologies and
vintage technologies (see Boucekkine et al., 2011, and the literature cited therein). More recently,
another part of the literature has been focusing on the study of dynamic microeconomic settings
dealing with cobweb models (Gori et al., 2015) or monopoly or oligopoly problems (Matsumoto
and Szydarowski, 2012).

By following the spirit of the models proposed by Wirl (1997) and Antoci et al. (2011,
2016), we assume that agents are unable to internalise the negative effects of their actions on
environmental dynamics (negative externality) but they are able to perfectly foresee the time
evolution and the values of economic variables. In order to focus on the role of the time delay
on the dynamics of the model we consider a linear specification for the environmental evolution
(similar to the one adopted by John and Pecchenino, 1994, but simpler than that used by Antoci
et al., 2011) and only one control variable is introduced in the optimisation problem. As agents

1 Amongst other things, these works include details on medical and or chemical reasons for which health injuries
are delayed over time.
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consider the environment as an externality, there are no variables evaluated at future dates in the
optimality conditions (as opposed to Bambi and Gori, 2014, where forward variables enter the
first order conditions) and equilibrium dynamics are described by a system of three non-advanced
(see Bambi, 2008, for terminology) differential equations with fixed delays.

On the one hand, in the absence of time lags of the impact of the economic activity on
environmental dynamics, the system exhibits a unique fixed point which results to be saddle
path stable (that is, the dynamics evolve on the two-dimensional stable manifold of the saddle,
converging towards the stationary equilibrium) if the inter-temporal elasticity of substitution in
consumption is sufficiently high (that is, the consumption of the private good and environmental
degradation are complements) or if the inter-temporal discount rate is sufficiently low. However,
when these conditions are not fulfilled, it is possible to find configurations of parameters such that
the steady state of the system without delays undergoes a Hopf bifurcation. Such a bifurcation
generates the birth of a limit cycle so that the dynamics of the system are characterised by
cyclical behaviours.

On the other hand, it is interesting to note that even starting from a context of saddle path
stability (in the absence of time delays), the existence of a time lag between the economic activity
and the environmental damage can generate a Hopf bifurcation.

The rest of the article proceeds as follows. Section 2 sets up the model. Section 3 focuses on
the study of the dynamics of the system. Section 4 outlines the conclusions.

2 Set-up of the model

The model we are herewith considering consists of an economy comprised of a continuum of
identical agents whose population size is constant and normalised to unity. At every time t ∈
[0,∞), the representative agent produces output Y (t) by using the following Cobb—Douglas
technology:

Y (t) = K(t)α, 0 < α < 1, (1)

where K(t) is the stock of physical capital (the labour input is simply L(t) = 1) employed in
production.

Let us assume that the environmental quality at time t is measured by index E(t). The
dynamics of E(t) at time t is determined by the level of such an index at the same time as
well as by the economic activity that took place at an earlier date. Specifically, we assume that
environmental degradation today is affected by the production activity, Y (t − τ), realised at
time t − τ , where τ ≥ 0 represents the time lag with which production negatively affects the
environment. This assumption is made up to capture a peculiar aspect of the environmental
degradation that is not closely related to current production but rather to what was produced
in the (recent and distant) past (for instance, fine dust, generated from industrial production
processes, cause a negative impact on health of humans over time; the same applies with the
contamination of ground water due to pollution; another example concerns industrial discharges
into the sea that contribute to create an unhealthy environment for the feeding of fish eventually
causing damages for welfare of the human being). In this formulation, we assume that there is
no dependency between the length of the time delay and the amount produced (as instead is the
case in Boucekkine et al., 1998, who assume a technology characterised by a replacement rule of
operating machines that generates state-dependent leads and lags). From a mathematical point
of view, we use the following linear specification of environmental dynamics:

·

E(t) = β
�
E −E(t)

�
− γY (t− τ), (2)
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where
·

E(t) is the time derivative of E(t), Y (t− τ) is the economy-wide average output at time
t−τ (which is taken as given by the representative agent), E > 0 represents the carrying capacity
of the natural resource, β > 0 measures the speed of convergence of the environmental quality
towards the carrying capacity in the absence of production and γ > 0 weights the negative
impact of the production activity on environmental quality. It is important to note in the
existing literature on environmental dynamics in growth models, several and often more complex
specifications than the one adopted in (2) were used (D’Alessandro, 2007; Antoci et al., 2011).
However, we chose a linear representation to focus on the role of the delay on the dynamics of
the model.

The instantaneous utility at time t, U(C(t), E(t)), of the representative agent is a function of
the consumption of the private good C(t) and the environmental quality index E(t). We specify
this function by considering the following Constant Inter-temporal Elasticity of Substitution
(CIES) formulation:

U(C(t), E(t)) =
[C(t)E(t)]1−σ

1− σ
, (3)

where σ > 0 (σ �= 1) denotes the inverse of the inter-temporal elasticity of substitution in
consumption. From (3), it is clear that consumption C(t) and environmental quality E(t) enter
multiplicatively in the utility function of the representative individual. This specification, in fact,
allows us to capture both cases of complementarity (σ < 1) and substitutability (σ > 1) between
consumption of the private good and environmental degradation. When consumption of the
private good and the services provided by the environmental resource are complements (resp.
substitutes), an individual wishes to reduce (resp. increase) private consumption to defend
himself against environmental degradation. In the former case, in fact, the utility increases
when consumption of the private good reduces as this generates an increase in the index of
environmental quality. In the latter case, instead, the utility increases when consumption of
the private good increases as this allows an individual to protect himself against the reduction
in utility following environmental degradation. The use of air conditioners is a paradigmatic
example of substitutability between private consumption and environmental quality. In fact, the
marginal utility of cooling the interior of homes and offices decreases as long as global warming
reduces. The expenses related to outdoor activities (if the sea is not polluted, one can rent a
beach umbrella) or the use of bicycles as a means of transport (to go to work) are examples of
complementarity between private consumption and environmental quality.

By assuming no depreciation of capital, the dynamics of K(t) is given by the following
differential equation

K̇(t) = Y (t)−C(t), (4)

where
·

K(t) is the time derivative of K(t) and Y (t) = K(t)α from (1).
The representative agent faces the following inter-temporal maximisation problem (for the

sake of notational simplicity hereafter we omit the time subscript):

max
C

+∞�

0

e−rt
(CE)1−σ

1− σ
, (5)

subject to

K̇ = Kα −C,

Ė = β
�
E −E

�
− γY d,
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where the initial conditions K(t), t ∈ (−τ , 0] and E(t), t ∈ (−τ , 0] are given (we note that
given the specifics of the optimisation problem, it is sufficient to consider a pointwise initial
condition of E at t = 0), K(t), E(t), C(t) ≥ 0 for every t ∈ [0,+∞), r > 0 is the inter-temporal
discount rate and Y d := Y (t − τ). It is important to note that the representative agent takes
the economy-wide average output Y d and then the dynamics of E as exogenously given in the
maximisation problem. As there exists a continuum of agents of unitary mass, each agent does
consider the impact of his choices on environmental dynamics as negligible. In addition, since
agents are identical it holds ex post that Y d = Yd.

3 Optimality conditions and dynamics

A special feature of this formulation of the problem is that as the dynamics of E is taken as
given by the representative agent, the only dynamic equation containing a time delay (Ė) does
not enter the optimisation problem (see Wirl, 1997). As we will later in this article, the unique
delayed differential equation of the problem does not enter the optimality conditions and comes
into play only when the equilibrium conditions of the economy (Y d = Yd) are imposed. We
note that this kind of model differs from both models with vintage capital (Boucekkine et al.,
1997, 2005) and models in which the system describing equilibrium dynamics can be returned to a
system of differential equations without delays (Caulkins et al., 2010). The optimisation problem
can then be tackled out through the use of the standard techniques of the maximum principle.
The Hamiltonian function associated with the constrained maximisation of the inter-temporal
utility function (5) of the representative agent is the following:

H =
(CE)1−σ

1− σ
+ λ (Kα −C) . (6)

where λ is a co-state variable associated with the state variable K. The necessary and sufficient
optimality conditions are then given by:

H ′

C = 0⇐⇒ E

(CE)σ
= λ, (7)

·

K = Kα −C,
·

λ = λ(r − αKα−1),

and the dynamics of E is governed by (2). In addition, the following transversality condition
should hold:

lim
t→∞

λKe−rt = 0.

This transversality condition is always fulfilled if K and λ converge towards a fixed point or a
cycle.

By using logarithmic differentiation in (7), we find

·

λ

λ
= (1− σ)

·

E

E
− σ

·

C

C
.

By imposing the equilibrium condition (Y
α

d = Y α
d ), the dynamic system becomes the following:






K̇ = Kα −C

Ė = β
�
E −E

�
− γKα

d

Ċ =
C

σ

�
(1− σ)

	
β(E −E)− γKα

d

E



−
�
r − αKα−1

�� . (8)
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Equilibria of system (8) are obtained by setting K̇ = 0, Ė = 0 and Ċ = 0. Then, we get the
unique non-trivial equilibrium (C∗,K∗, E∗), where

K∗ =
�α
r


 1
1−α

, E∗ = E − γ

β

�α
r


 α
1−α

, C∗ =
�α
r


 α
1−α

. (9)

with

E >
γ

β

�α
r


 α
1−α

. (10)

The Jacobian matrix J evaluated at (C∗,K∗, E∗) leads to the following characteristic equation

det(A+Be−ξτ − ξI) = 0, (11)

where I is the identity matrix,

A =






r 0 −1
0 −β 0

−(1− α)r2

ασ
−(1− σ)βC∗

σE∗
0




 ,

and

B =






0 0 0
−γr 0 0

−(1− σ)γrC∗
σE∗

0 0




 .

A direct calculation leads to

∆(ξ) = ξ3 + a2ξ
2 + a1ξ + a0 + e−ξτ (b1ξ) = 0, (12)

where

a2 = β − r � 0, a1 = −
	
(1− α)r2

ασ
+ rβ



< 0,

a0 = −(1− α)βr2

ασ
< 0, b1 = −

(1− σ)γrC∗
σE∗

≶ 0.

In order to study the local stability of the equilibrium of system (8) we need to investigate
the distribution of the roots of (12). As a control variable enters the problem, it is important
to clarify the concept of stability. We say that the equilibrium is completely stable (that is,
indeterminate) if all roots have negative real parts; it is a saddle if there exist at least two roots
whose real parts have different sign; it is saddlepath stable if there exists a unique root with
positive real part; it is unstable if all the roots have positive real part. These forms of stability
markedly differ with respect to the ones introduced by Bambi (2008). This is because in his
specification of the problem there were both retarded and advanced variables (lags and leads) in
the optimality conditions (see Tsuzuki, 2014, for a modelling approach similar to the one used
in the present article).

When τ = 0, Eq. (12) reduces to

P (ξ) = ξ3 + a2ξ
2 + (a1 + b1) ξ + a0 = 0. (13)

Since P (ξ) = +∞ as ξ → +∞ and a0 < 0, we conclude that Eq. (13) has at least one positive
root. Therefore, the system cannot be completely stable. In particular, we have the following
result:
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Proposition 1 Let (C∗,K∗, E∗) be defined in (9). If

a1 + b1 =
�
α

1
1−α γ(σ − 1)r

1−2α
1−α +E∗r((r − βσ)α− r)

�
/σE∗α < 0

or σ ∈ (0, 1) or r < β then the system is saddlepath stable, i.e. there exists a unique two-
dimensional manifold which determines the set of trajectories converging to the steady state.

We note that if the hypotheses of Proposition 1 do not hold, the system can fall into any of
the above cases just described. Therefore, the dynamics of the model can be characterised by
persistent fluctuations. These fluctuations are avoided if the environmental good and the private
good are complementary between each other.

Consider now the dynamic properties of the model for a positive value of the time delays.
Let τ > 0. If ξ = iω (ω > 0) is a root of Eq. (12), then ω satisfies

−ω3i− a2ω
2 + a1ωi+ a0 + b1ωi(cosωτ − i sinωτ) = 0.

Separating the real and imaginary parts, we have

a2ω
2 − a0 = b1ω sinωτ, −ω3 + a1ω = −b1ω cosωτ. (14)

By taking square on both sides of Eq. (14) and summing them up, it follows that

ω6 + pω4 + qω2 + s = 0, (15)

where

p = a22 − 2a1 = (β − r)2 + 2

	
(1− α)r2

ασ
+ rβ



> 0,

q = a21 − 2a0a2 − b21 =

	
(1− α)r2

ασ
+ rβ


2
+ 2

(1− α)βr2

ασ
(β − r)−

	
(1− σ)γrC∗

σE∗


2
, (16)

s = a20 =

	
(1− α)βr2

ασ


2
> 0.

We note that q < 0 can hold when the dynamic system without delays is saddlepath stable (this
can be verified by using the parameter set: E = 10, γ = 0.2, r = 0.003, α = 0.13, β = 0.05 and
σ = 0.17) as well as when the fixed point is unstable, i.e., all the eigenvalues have positive real
part (this can be verified by using the parameter set: E = 13, γ = 0.042, r = 0.04, α = 0.3,
β = 0.01 and σ = 20.7).

Now, let z = ω2. then Eq. (15) can be rewritten as

Q(z) = z3 + pz2 + qz + s = 0. (17)

Lemma 2

1) If q ≥ 0, Eq. (17) has no positive solutions.

2) If q < 0, Eq. (17) has one positive solution z0 = z∗ = (−p +
�
p2 − 3q)/3 if Q(z∗) = 0,

where z∗ = (−p+
�
p2 − 3q)/3, and two positive solutions, say z1 and z2, with z1 < z2, if

Q(z∗) < 0. In addition, notice that Q′(z1) < 0 and Q′(z2) > 0.
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Proof. If q ≥ 0, it is immediate that Eq. (17) has no positive roots. If q < 0, an application of
Descartes’ rule of signs implies that Eq. (17) has two positive roots, say z1 and z2, or no positive
roots. The last part of the statement follows by noting that Q(0) = s > 0, Q(+∞) = +∞,
Q′(z) = 3z2 + 2pz + q, Q′′(z) = 6z + 2pz > 0; Q(z) is a convex function with a minimum at

z∗ = (−p+
�
p2 − 3q)/3.

Let q < 0. From the previous Lemma, we know that the characteristic equation (12) has a
pair of purely imaginary roots of the form

ξ = ±iωk, k = 0, 1, 2, with ωk =
√
zk.

From (14), we have

tanωτ =
a2ω2 − a0
ω3 − a1ω

.

Thus, by solving for τ we get the corresponding τ
(j)
k (j = 0, 1, 2, ...)

τ
(j)
k =






1

ωk

�
tan−1

	
a2ω

2
k − a0

ω3k − a1ωk



+ 2jπ

�
, if a2ω2k − a0 > 0,

1

ωk

�
tan−1

	
a2ω

2
k − a0

ω3k − a1ωk



+ (2j + 1)π

�
, if a2ω

2
k − a0 < 0.

(18)

Let ξ(τ) = ν(τ) + iω(τ) denote the roots of (12) near τ = τ
(j)
k satisfying ν(τ

(j)
k ) = 0 and

ω(τ
(j)
k ) = ωk.

Proposition 3 ξ = ±iωk, k = 1, 2, are simple roots of (12) when τ = τ
(j)
k and one has the

following transversality conditions
	
dRe(ξ)

dτ




τ=τ
(j)
1 ,ω=ω1

< 0 and

	
dRe(ξ)

dτ




τ=τ
(j)
2 ,ω=ω2

> 0.

Proof. Differentiating Eq. (12) with respect to τ , we obtain

�
3ξ2 + 2a2ξ + a1 + b1(1− τξ)e−ξτ

� dξ
dτ

= b1ξ
2e−ξτ . (19)

Therefore �
dξ

dτ

�−1
=

�
3ξ2 + 2a2ξ + a1

�
eξτ

b1ξ
2 +

1

ξ2
− τ

ξ
.

By using (12), we get

sign

�
d (Reξ)

dτ

����
τ=τ

(j)
k
,ω=ωk

�

= sign

�

Re

�
dξ

dτ

�−1

τ=τ
(j)
k
,ω=ωk

�

= sign

�
3ω4k + 2pω2k + q

b21ω
2
k

�

= sign
�
3z2k + 2pzk + q

�
= sign {Q′(zk)} .

Next, we prove that ±iωk are simple roots. By contradiction, if, for example, ξ = iωk is
a repeated root of (12), then the derivative of (12) with respect to ξ evaluated at ξ = iωk
should be zero, i.e.

�
3ξ2 + 2a2ξ + a1 + b1(1− τξ)e−ξτ

�
ξ=iωk

= 0. Thus, (19) would lead to
�
b1ξ

2e−ξτ
�
ξ=iωk

= 0, i.e. cosωk = 0 and sinωk = 0., which is a contradiction. Similar argument

for ξ = −iωk. This completes the proof.

8



Remark 4 If ξ = ±iω0, i.e. Q(z) has only one positive solution, then the transversality condi-
tion does not hold being Q′(z0) = 0.

According to the previous analysis we have the following results on the stability of the equi-
librium of system (8).

Theorem 5 Let (C∗,K∗, E∗), q, τ
(j)
k (k = 1, 2) be defined as in (9), (16), (18), respectively, and

assume (10) holds.

1) If q ≥ 0 then the equilibrium (C∗,K∗, E∗) is saddlepath stable for all τ ≥ 0.

2) If q < 0 and the equilibrium (C∗,K∗, E∗) is saddlepath stable for τ = 0 then there exist
stability switches for τ > 0 if Q(z∗) < 0. Furthermore, system (8) undergoes a Hopf

bifurcation at (C∗,K∗, E∗) when τ = τ
(j)
k (j = 0, 1, 2, ...).

By comparing the dynamic properties classified in Proposition 1 (related to the model without
time delays) with those classified in Theorem 5 (related to the model with time delays), it is pos-
sible to note that the existence of a time delay within the evolutionary dynamics of environmental
quality can cause cyclical dynamics also in the case of complementarity between consumption
of the private good and the environmental good (see Figure 1). This result brakes with respect
to modelling approaches on environmental issues developed in continuous time without delays
(Antoci et al., 2007) as well as in an OLG setting (Antoci et al., 2016), where the possibility
of non-monotonic dynamics occurs only when the private good and the environmental good are
substitutes.

Figure 1. Parameter set: r = 0.03, α = 0.33, β = 0.9 and E = 10. The grey region shows
the set of couples (σ, γ) such that the system (by starting from a context of saddle path stability)
undergoes a Hopf bifurcation as long as the time delay τ increases.
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4 Conclusions

The importance of the environment has been increasingly acknowledged in academic circles. This
is particularly the case for the relationship between environmental quality and economic growth.
Economists are thus faced with the great challenging of thinking and building on models able
to capture the essence of the sustainable development. Within this line of research, this article
has studied a model in which the environment enters the utility function of economic agents
as a public good. The environment, in turn, is affected by the production activity driven by
the allocating choices of the agents in a decentralised economy. The work has characterised the
dynamics of a continuous time model with and without time lags in the effects of the economic
activity on environmental resources. In the absence of time delays, the model is saddlepath
stable if private consumption and the environmental good are complements. In this case, cyclical
behaviours can occur only in the case of substitutability between consumption of the private good
and the environmental good. Instead, with a positive time delay it is possible to have cyclical
behaviours also when private consumption and the environmental good are substitutes. It is
important to note that the way in which time delays are introduced in the present work (acting
on the evolution of the environmental externality) generate dynamic phenomena similar to those
obtained in a context where a technology with time to build or vintage capital is employed.
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