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Abstract: PLIF and ERT have been used simultaneously to monitor the mixing 

performance of 6 elements KM static mixer for the blending of non-Newtonian 

fluids of dissimilar rheologies in the laminar regime.  The areal distribution method 

was used to obtain quantitative information from the ERT tomograms and the PLIF 

images.  Comparison of the ERT and PLIF results demonstrates the ability of ERT 

to detect mixing performance in cases of poor mixing within the resolution of the 

measurement, though the accuracy decreases as the condition of perfect mixing is 

approached.  ERT thus has the potential to detect poor mixing within the confines of 

its resolution limit and the required conductivity contrast, providing potential rapid 

at-line measurement for industrial practitioners. 
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Introduction 

Non-Newtonian fluids are widespread in industrial processes, for example in the manufacture 

of home and personal care products, foods and chemicals.  Amongst other unit operations, 

mixing and blending of complex fluids remains a significant process challenge [1, 2].  

Although this operation is often executed in stirred tanks, the industry-driven benefits of 

moving towards continuous processing suggests a solution involving static mixers.  Such 

devices consist of metallic inserts installed within pipes and applications also include 

chemical reactions and heat transfer [3].  Static mixers promote chaotic advection within the 

flow [4-7] which contributes significantly to mixing in the laminar regime, considering the 

difficulty to reach turbulence for non-Newtonian fluids without excessive amount of power 



input [8, 9].  The flow deformation given by the mixing elements causes the formation of 

striations and as a result the interfacial surface area is increased, improving the diffusion rate 

at low Reynolds number [5].  

Many literature studies have been made of the flow in motionless mixers, employing optical 

methods as Planar Laser Induced Fluorescence (PLIF) [10-13], Particle Image Velocimetry 

(PIV) [14-16] or decolorization measurement techniques [17, 18].  The application of the 

reported methods requires both the fluid and the pipelines to be transparent, therefore they are 

not implementable for opaque fluids.  An alternative non-invasive technique applicable for 

opaque media, Positron Emission Particle Tracking (PEPT), employs the Lagrangian tracking 

of the 3-D position of a positron emitting tracer particle within the fluid to reconstruct its 

velocity flow field over time [19] and has been applied both for studies on stirred vessels [20] 

and static mixers [21] for Newtonian and non-Newtonian fluids.  Alternatively, to measure 

the concentration distribution, PET (Positron Emission Tracking) can be used where the 

position and concentration of a radiotracer is monitored in time [22]. 

Amongst the many geometries commercially available, Kenics® KM static mixers 

(Chemineer, USA) are commonly used for academic investigations due to their simple 

geometry [23-27].  Some works describe numerical simulations of the mixing performance of 

non-Newtonian fluids in SMX® (Sulzer) geometry [7, 28].  However, apart from these few 

studies, the research focus by means of numerical simulation has remained on blending of 

non-Newtonian fluids in stirred vessels, with the use of different approaches such as 

Computational Fluid Dynamics including Direct Numerical Simulation (DNS) of the Navier-

Stokes equations [29]. 

The industry driver for continuous processing, is concomitant with the requirement for 

appropriate Process Analytical Technology (PAT) to enable real-time product quality 

assurance and control [30].  In the context of this paper, the development of in situ 

measurement techniques represents a critical step towards this.  Furthermore, traditional 

approaches to the development of new formulated liquid products are laboratory scale 

oriented with little or even no attention given to formulation “manufacturability”.  This 

frequently results in not only longer and costlier time to scale up but also increased 

production costs.  

A number of measurement techniques have been applied for monitoring fluid characteristics 

in inline flows.  Nuclear Magnetic Resonance (NMR) [31] and ultrasonics [32] were applied 

to estimate rheological parameters of non-Newtonian fluids (aqueous solutions of Carbopol 

940 and Carbopol EZ-1 respectively) in pipelines in real time, while micro-PIV was applied 



in determining the velocity profile of both non-Newtonian and Newtonian fluids in laminar 

regime [33].  

Electrical Resistance Tomography (ERT), amongst other techniques, offers the advantages of 

being non-invasive, low-cost, robust and with a high temporal resolution; it is thus an 

interesting candidate technique in this context for measurement of the phase distribution 

within liquid continuous mixtures [34, 35]. Jegatheeswaran et al. [36]  uses ERT to validate 

CFD simulations of the blending of two non-Newtonian fluids flowing in SMX static mixers.  

The same technique has been used for measuring velocity profiles of shampoo in pipelines 

[37] and to evaluate mixing of industrial pulp in static mixers [38].  Recent applications of 

ERT in pipe flows have demonstrated potential for in-line rheometry measurements (ERR) 

[39]. 

In this paper, we describe the use of ERT to determine the distribution of two non-Newtonian 

fluids of dissimilar rheology at the outlet of a Kenics KM static mixer in the laminar regime.  

The measurements are made at the mixer outlet using a two plane circular array.  The ERT 

measurements are compared with measurements of the mixing distribution collected 

simultaneously using Planar Laser Induced Fluorescence (PLIF) a proven method in this 

application.  Both ERT and PLIF data are compared quantitatively using the areal distribution 

method developed by Alberini et al. [40].   

Material and Methods 

Aqueous solutions of carboxymethylcellulose (CMC) and Carbopol 940 were chosen as the 

model of non-Newtonian fluids, whose flow rheology can be well represented by the power 

law and Herschel Bulkley constitutive laws respectively.  Flow curves were obtained and 

fitted to the constitutive models using a rheometer (TA Instruments, model: Discovery HR-1) 

equipped with a 40 mm 4° cone and plate geometry and associated software: the data are 

shown in Tab. 1.  

Fig. 1 shows the rig schematic.  The flow to the mixer was delivered by an Albany rotary gear 

pump controlled using an inverter control WEG (model CF208).  The secondary flow, doped 

with fluorescent dye (Rhodamine 6G) with a concentration of 0.04 mg l-1 (concentration was 

selected within the linear range of greyscale versus dye concentration), was introduced using 

a Cole-Parmer Micropump (GB-P35).  The injection pipe (with internal diameter of 7.6 mm) 

was placed in the centre of the main pipe as close as possible to the static mixer.   The 

experiments, reported in Tab. 2, were conducted at isokinetic condition between main flow 

(MF) and secondary flow (SF): the two fluids were fed at the same superficial velocity, uS, 

hence the ratio between the two volumetric flows was equal to the ratio between main and 



injection pipe sections (MF/SF≈10). The Kenics KM mixer unit had an internal diameter of 

25.4 mm (1”) and length of 220 mm (L/D= 9) and was equipped with 6 mixing elements. 

 

Tab. 1: Fluid rheology parameters and electrical conductivity. 

Fluids Mass composition Behaviour τ0 [Pa]  K [Pa/sn]  n [−]  Conductivity 

[mS cm-1] 

PL 
0.5% w/w sodium 
Carboxymethyl Cellulose 

99.5% w/w water 
Power Law  0.49 0.59 1.142 

HB1 0.1% w/w Carbopol 
99.9% w/w water Herschel-Bulkley 0.85 0.40 0.58 0.271 

HB2 0.2% Carbopol 
99.8% w/w water 

Herschel-Bulkley 10.27 7.45 0.38 0.456 

 

The mixing unit is followed by a planar circular ERT sensor consisting of 16 electrodes.  The 

ERT sensor was connected to a V5R data acquisition system (Industrial Tomography Systems 

plc, UK) that controlled electrical excitation and measurement collection.  The ERT plane was 

located 100 mm after the mixer outlet, while the PLIF measurement plane was located at 200 

mm from the end of the mixing zone; the two measurement planes were separated by 100 

mm.   

The terminal part of the pipeline was equipped with a Tee piece designed with a glass window 

inserted at its end corner through which PLIF measurements are made (the capture procedure 

may be found in Alberini et al. [10]. 

A range of superficial velocities, uS, was investigated to identify the accuracy of ERT 

measurements once the contrast, in term of conductivity, between the injected (secondary) 

and the main flow is decreased. The list of experiment and flow conditions is shown in Tab. 2. 

Within the range of investigated velocities, the values of Re, calculated using same 

methodology used by Alberini et al. [10], were in the range 25-220 which suggest the system 

was always running in laminar regime (Re << 2000).  The inlet absolute difference in 

conductivity (no addition of salt), ∆c= |cMF − cSF |, between the main flow (MF) and the 

secondary flow (SF) is also reported in Tab. 2, since it is the principal parameter which affects 

the ERT measurement.  

Tab. 2: List of experiment and flow conditions. 



Experiment MF SF ∆c  

(mS cm-1) 

uS  
(m s-1) 

I HB1 PL 0.871 0.20 | 0.27 | 0.34 | 0.40 | 0.47 

II HB2 PL 0.686 0.20 | 0.27 | 0.34 | 0.40 | 0.47 

III HB1 HB2 0.185 0.20 | 0.27 | 0.34 | 0.40 | 0.47 

Calibration and Post Processing 

The ERT system was calibrated prior to the experiment, which consists of taking a baseline 

reference frame.  For each experiment, the reference was captured with continuous phase at 

each flow rate after reaching a steady flow condition.  The V5R automatically sets the 

conductivity of the reference measurements equal to unity, thus the changes occurring after 

the injection are relative and not absolute.  The V5R system employs a sample frequency of 

125 Hz: for each run a sample of 1000 frames was analysed.  The data obtained were 

processed using the Toolsuite V7.4 software (ITS Ltd.) in order to reconstruct conductivity 

tomograms.  Since ERT is a soft-field technique, the reconstruction problem is not trivial and 

several algorithms have been developed to generate conductivity tomograms from the raw 

data, both iterative and non-iterative [41].  Commonly, in the latter category, the Linear Back 

Projection (LBP) method or one of its variants is used (Noser, Tikhonov reconstruction 

algorithms) [42].  In this work the modified standard back projection (MSBP) algorithm 

implemented in the V5r software was used. Furthermore, for simplicity, only the tomograms 

obtained in the second plane are used for comparison with PLIF. 

The areal method [40] requires an initial calibration step to be applied in evaluating mixing 

performance. In this step, the values of 𝐶𝑖𝑖𝑖 and 𝐺𝑖𝑖𝑖 are identified for all the mixtures, as the 

value of conductivity and greyscale respectively reached at the condition of perfect mixing.  

Since ERT and PLIF have a different basis of measurement, two dimensionless parameters, 

𝑋𝐶 and 𝑋𝐺, are introduced to allow comparison of the measured mixing performance between 

them. A dimensionless relative conductivity 𝑋𝐶 can be defined for each pixel as: 

𝑋𝐶 = (𝐶𝑖 − 𝐶0)/(𝐶𝑖𝑖𝑖 − 𝐶0)      (1) 

Where 𝐶𝑖 is the relative conductivity of the i-th pixel of the tomogram, 𝐶𝑖𝑖𝑖 is the relative 

conductivity achieved at perfect mixing and 𝐶0 is the reference conductivity of the pixel 

before the injection, equal to 1 in condition of single phase. Analogously, a dimensionless 

greyscale 𝑋𝐺is defined: 

𝑋𝐺 = (𝐺𝑖 − 𝐺0)/(𝐺𝑖𝑖𝑖 − 𝐺0)     (2) 



Where 𝐺𝑖 is the grey scale value of the i-th pixel of the PLIF image, 𝐺𝑖𝑖𝑖 is the grey scale 

value reached at perfect mixing found in the calibration step, and 𝐺0 is the reference status of 

the pixel before the injection. The grey scale values of “pure” (100% secondary flow fluids) 

fluids have been measured resulting in 92 and 250 for PL and HB2 respectively at fixed 

Rhodamine 6G concentration of 0.04 mg l-1. 

In the calibration procedure, both greyscale values and conductivity of the mixtures are 

measured at different volume fraction xSF values of the secondary flow in the main flow in the 

interval of interest.  Pre-fully-mixed solutions with volume fractions xSF of the secondary flow 

between 0.02 and 0.10 (which is the maximum volume ratio obtained in the system), were fed 

to the system and ERT and PLIF measurements were captured simultaneously. It was noticed 

that the effect of flow velocity on both measurements (in case of fully premixed solutions) is 

negligible.  The results of the calibration for the relative conductivity and the greyscale 

values, to obtain  𝐶𝑖𝑖𝑖and 𝐺𝑖𝑖𝑖, are reported for the three mixtures in Tab.3.  

Tab. 3: Relative conductivity, Cinf, and greyscale, Ginf, values of the mixture of primary and secondary 

fluids at different volume fraction of secondary fluids for each pair of fluids employed in the different 

experiments: I (PL in HB1), II (PL in HB2), and III (HB2 in HB1)  

Experiment I Experiment II Experiment III 

xpl in HB1 Cinf xpl in HB2 Cinf xhb2 in HB1 Cinf 

0.02 1.08 0.02 1.06 0.02 0.99 

0.04 1.12 0.04 1.10 0.04 0.98 

0.06 1.18 0.06 1.13 0.06 0.97 

0.08 1.27 0.08 1.15 0.08 0.96 

0.1 1.35 0.1 1.18 0.1 0.95 

xpl in HB1 Ginf xpl in HB2 Ginf xhb2 in HB1 Ginf 

0.02 120 0.02 247 0.02 247 

0.04 119 0.04 243 0.04 245 

0.06 119 0.06 240 0.06 242 

0.08 118 0.08 237 0.08 239 

0.1 118 0.1 234 0.1 237 

 

Results  



The two imaging techniques employed have a substantial difference in spatial resolution: 

whilst PLIF is able to capture high resolution pictures (2048×2048 pixels), ERT yields 

relatively low resolution tomograms (20×20 pixels) which cannot be expected to resolve 

striations of fluid that are often present when mixing complex rheology fluids. The first step 

of the conducted study consists in evaluating the effect of downscaling PLIF images from full 

resolution to a reduced resolution, of the same order of magnitude of ERT tomograms (32×32 

pixels). The applied downsizing algorithm allows a reduction scaled by powers of 2, therefore 

from the starting resolution of 211×211 pixels, a resolution of 25×25 pixels is obtained, 

reasonably close to the ERT tomogram resolution, to draw significant comparison.  

Subsequently, full size PLIF images and ERT tomograms are directly compared on evaluating 

achieved mixing performance.  

PLIF image analysis by varying resolution  

Downscaled PLIF (32×32) images are obtained using the Lanczos kernel downsizing method 

[43] and compared to original full size PLIF images. The objective is to gather whether at low 

resolution it is possible to characterize mixing performance and assess the loss of information 

in downscaling PLIF images.  An example of the resulting images is shown in Fig. 2, as a 

function of flow rate.  

In Fig. 2, the thick white striations represent the unmixed secondary flow and the dark areas 

the main flow.  The images show a substantial increase in homogeneity as the flow rate is 

increased with the dark regions observable at low superficial velocity (of 0.20 m s-1) at the 

full-scale images, reducing and the white regions becoming less intense at higher velocity. In 

an analogous way, the white and black pixels observed in Fig. 2 for the downscaled images at 

low superficial velocity progressively disappear as uS increases (as observable for uS = 0.47 m 

s-1, where the image shows improvements in terms of mixing performance). 

Although it is possible to appreciate by eye how the downscaling decreases the quality of the 

images, this transformation does not translate in significant loss of information from a point 

of view of mixing performance detection capability. In fact, by applying the areal fraction 

method, it is possible to compare the mixing performance detected by the full resolution 

pictures and the downscaled images in Fig. 3. 

In Fig. 3a and 3b, the area fraction histograms are shown for selected superficial velocities. 

The mixing performance trends are similar for the two set of data (high resolution in Fig. 3a 

and low resolution in Fig. 3b). This suggests that the resolution can affect the overall results 

but not drastically as it could be expected (see Fig. 3c for the comparison). 



The loss of information in this transformation is not significant particularly at high superficial 

velocity, where the mixing behaviour of the system is equally depicted by the 32×32 and the 

2048×2048 images.  This analysis demonstrates how in case of optical methods, although 

higher resolution guarantees a higher level of insight and information at meso and micro 

scale, it is still possible to gather information on general mixing performance with low 

resolution images.  In the following sections, PLIF is used to evaluate the capability of ERT 

to describe mixing performance in the pipeline; as in this work, PLIF is used as a validation 

for ERT, full resolution PLIF images are used for comparison. 

 

ERT-PLIF comparison  

Experiment I 

Fluids HB1 and PL have similar rheological parameters in terms of consistency index (K) 

0.40 and 0.49 and power index (n) 0.58 and 0.59 respectively. The main difference is the 

presence of a yield stress in HB1.  For this set of experiments, different superficial velocities 

(uS) were used as given in Tab. 2 and samples of raw PLIF images and ERT tomograms 

obtained are shown in Fig. 4.     

It should be noted that there is a difference in orientation between the tomogram and the PLIF 

images since the high conductivity zones in some cases do not correspond to the same 

location in the PLIF images.  This is thought due to residual rotational flow following the KM 

mixer elements which slowly dissipates after the mixer outlet. As expected, the resolution of 

the ERT is inferior to the PLIF, yet the contrast in the image is sufficient to identify an 

unmixed state.  In both sets of images, it is possible to appreciate how the uniformity in 

colour increases as the superficial velocity is increased and better blending is achieved. The 

areal distribution analysis together with the cumulative plot is shown for both PLIF and ERT 

measurements for all values of uS in Fig. 5.  

As expected, the results do not overlap perfectly due to the different principle and resolution 

between the two techniques and ERT performs poorly as the mixing improves beyond the 

resolution of the measurement and the striations become too thin to be detected.  However, 

for the first four investigated values of uS, the observed trend of mixing performance is 

similar.  This is taken to extremes at higher speeds, where ERT tomograms overestimate the 

mixing performance, probably also due to the low contrast between the conductivities of the 

two mixing fluids, which is a consequence of the reconstructive algorithm. 

Experiment II 



With the objective to investigate worse mixing performance, a higher concentration of 

Carbopol 940 was used in the main flow (fluid HB2). As a consequence, the yield stress and 

the consistency index (KHB2/KHB1~20) values of the secondary fluid, employed in experiment 

II (PL), are higher.  A few examples of PLIF and ERT images are showed in Fig. 6.  From 

previous findings [10], increasing the viscous properties would be expected to cause a drastic 

reduction in mixing performance and this is indeed observed - the increase of yield stress 

entails the formation of lumps as shown in Fig. 6. 

Both from ERT tomograms and PLIF images it is difficult to qualitatively observe evolutions 

in mixing performance at higher speed; particularly looking at PLIF images it can be argued 

that at uS between 0.27 m s-1 and 0.47 m s-1 the blending does not improve.  Despite the ERT 

tomograms in Fig. 6 are qualitatively well representing the PLIF image, the quantitative 

agreement shown in the cumulative distribution plot (Fig. 7) is worse.  

Although, in this case, the ERT is shown to significantly over predict the mixing performance 

in absolute terms. However, it correctly does not predict an improvement in mixing 

performance as the superficial velocity is increased.  As observed for PLIF, particularly in the 

high mixing performance categories (90-100 and 80-90%) the system does not record any 

significant difference between the runs, as shown by the coinciding last three points of the 

cumulative areal fraction (Fig. 7), meaning that in this case the increase in speed does not 

significantly improve mixing.  This suggests that ERT may be used as a relative measure 

more than as absolute measurement. 

Experiment III 

In this experiment, the difference in conductivity was set to a lower value to further challenge 

the ERT technique.  Moreover, at the same time, the level of achieved final mixing is reduced 

using fluids HB1 and HB2 as the main and secondary flows respectively.  In Fig. 8 both 

instantaneous PLIF images and a ERT tomograms are shown for comparison at different 

superficial velocities. 

From PLIF images it is possible to infer that from an unmixed condition at low speeds the 

system moves towards better blending performance above uS equal to 0.4 m s-1.  The 

decreased conductivity contrast results in a smaller colour contrast between the secondary and 

the main phase in ERT tomograms although a higher level of uniformity is achieved at higher 

speeds.   

Looking at areal fraction analysis (Fig. 9) it emerges how ERT is able to estimate the 

unmixed condition at low speed despite the low conductivity contrast. ERT performance still 

follows observed trends for PLIF, highlighting the same inflection at mixing performance at 



the speed of 0.27 m s-1, compared to higher and lower superficial velocities. Although, an 

overestimation is still observed at high speed, particularly for the category of 70-80% mixing, 

while in this case ERT does not overestimate the highest mixing condition (80-90% and 90-

100%) commonly the targeted condition in mixing processes. 

Increasing the speed (above 0.27 m s-1), and as a consequence the number of lumps of 

unmixed injected material, the divergence between PLIF and ERT data increases consistently. 

This is an issue which is partly due to the reconstruction algorithm and partly to the 

measurement resolution. In fact, the first approximates a non-linear problem with a linear 

hypothesis, instead the low resolution characterising the technique limits the size of lumps 

that can be detected. Clearly, from the tomograms at low speed (at 0.20 m s-1, 0.27 m s-1 and 

0.34 m s-1), the lumps, or the agglomerations of lumps, can be detected while at higher speed 

ERT fails in detecting them.  In the present study, an additional obstacle is represented by the 

use of small conductivity contrast between the employed phases, which however does not 

seem to affect significantly the measurement in condition of poor mixing. Additional 

examples of tomograms are reported in supporting information. 

Conclusions  

In this work, the ability of ERT to assess the mixing performance of non-Newtonian fluids in 

static mixer has been investigated. The same methodology, developed in previous works [10, 

40] is used for both PLIF images and ERT tomograms.  Three experiments using different 

fluids with different initial contrast in conductivity have been employed. PLIF has been used 

to validate the data obtained in terms of qualitative and quantitative analysis.  With the 

proposed method, ERT can be used as a relative measurement (measuring how much the 

mixing improved relative to the other runs at different superficial velocities) but not as an 

absolute one, as it could be expected, due to its limitations such as resolution and 

reconstructive algorithm smoothing. However, the relative trends show high level of 

agreement with PLIF results in particular to identify conditions of poor mixing (generally for 

all experimental runs below 0.34 m s-1). This is not the case once the level of mixing increases 

(generally for all experimental runs above 0.34 m s-1). The tested conditions were inherently 

challenging for the ERT, considering the employed small conductivity contrast (down to 0.1 

mS cm-1), however the lowest observed performance were (commonly to all experiments) 

obtained when the dimension of the striations/lumps is below the measurement resolution, 

regardless of the conductivity difference between the mixed phases.  
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Symbols used 

𝐶𝑖 [mS cm-1] Relative conductivity of the i-th pixel in the ERT tomogram 

𝐶𝑖𝑖𝑖 [mS cm-1] Relative conductivity of the mixture reached at perfect mixing 

𝐶0 [mS cm-1] Relative conductivity of the main fluid prior the injection of 
secondary fluid 

∆c [mS cm-1] Difference in relative conductivity 

𝐺𝑖 [-] Greyscale value of the i-th pixel in the PLIF image 

𝐺𝑖𝑖𝑖 [-] Greyscale value of the mixture reached at perfect mixing 

𝐺0 [mS cm-1] Greyscale of the main fluid prior the injection of secondary fluid 

Re [-] Reynolds number 

uS  
 

[m s-1] Superficial velocity 

𝑋𝐶 [-] Dimensionless relative conductivity 

𝑋𝐺 [-] Dimensionless greyscale 

xi [-] Volume fraction of the secondary phase i in the primary phase 
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Figure 7. Cumulative distributions of areal intensity for experiment II. 
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Graphical Abstract 

Electrical Resistance Tomography (ERT) 

is used to assess mixing performance for 

blending of non-Newtonian fluids in 

static mixer. The areal fraction method is 

used to compare ERT measurements with 

Planar Laser Induced Fluorescence 

(PLIF), used as a validation technique. 

Advantages and limitations of the 

technique for inline applications are 

explored in this study. 
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