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Abstract. Augmented Reality (AR) based on head-mounted displays (HMDs) 

represent the most ergonomic and efficient solution for aiding complex manual 

tasks performed under direct vision and it is considered an enabling technology 

of the fourth industrial revolution (Industry 4.0). This work intends to give a har-

monized and consistent overview of the workflow carried out so far in the frame-

work of the European Project VOSTARS towards the development of a novel 

AR HMD specifically designed to aiding complex manual tasks within arm’s 

reach. First results and future developments are being presented. 
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1 Introduction 

Augmented Reality (AR) allows merging natural perception of the real environment 

with computer-generated information and it is considered an enabling technology of 

the fourth industrial revolution (Industry 4.0); it is indeed aimed at aiding complex tasks 

as a tool in the manufacturing industry such as in assembly tasks, maintenance and 

repair, training, quality control, and commissioning [1-4]. In recent years, AR has al-

ready proven to be a promising technology also in the education field [5-7] and in the 

healthcare industry, as demonstrated by the increasing number of publications in the 

medical training field [8, 9], surgical field [10-15] and rehabilitation [16]. 

In the ideal AR system, especially if designed for aiding manual tasks in the periper-

sonal space, there should not be any perceivable difference between the user’s natural 

experience of the world and his/her augmented experience through the AR interface 

[17]. For this goal, the conditions to be satisfied are twofold: accurate spatial registra-

tion between real world scene and computer-generated content and ergonomic interac-

tion with the AR scene [18]. According to the words of one of the pioneer researchers 

in the field of AR [19], “The basic goal of an AR system is to enhance the user’s 



perception of and interaction with the real world through supplementing the real world 

with 3D virtual objects that appear to coexist in the same space as the real world”. 

For this reason, AR systems based on head-mounted displays (HMDs), are intrinsi-

cally the most ergonomic and efficient solutions for aiding manual tasks, thanks to their 

ability to preserve a natural and egocentric viewpoint thus allowing the user to freely 

interact with the augmented scene with his/her own hands [20, 21]. Since 2016, the 

authors have been coordinating the European project VOSTARS (Video and Optical 

See-Through Augmented Reality Surgical Systems, Project ID: 731974) [22], whose 

aim is to develop and validate an innovative and immersive HMD to act as surgical 

navigator. The aim of the project is to bring ‘surgical navigation’ directly in front of the 

surgeon’s eyes and so to aid him/her during complex manipulative tasks. More gener-

ally the ambition is to overcome the drawbacks of state-of-the-art AR HMDs and so 

massively revolutionize the paradigms through which visual AR is delivered. In line 

with this, this paper provides a detailed insight into the achievements of the early stage 

of development of the ongoing European project. The paper explicitly refers to some 

previously published works where early results were individually unveiled. Therefore, 

it intends to give a harmonized and consistent overview of the workflow carried out so 

far towards the development of a new AR visor specifically devoted to aiding complex 

manual tasks within arm’s reach. 

2 Materials and Methods 

In AR HMDs, the see-through capability can be accomplished either through the 

video see-through (VST) mechanism or through the optical see-through (OST) mecha-

nism. In binocular VST HMDs, the view of the real world is captured by a pair of stereo 

cameras rigidly anchored to the visor with an anthropometric interaxial distance (Fig. 

1). The stereo views of the world are presented onto the binocular micro displays of the 

HMD after being digitally combined with the virtual content. AR image registration is 

here easily achieved but the real view of the world is mediated by the cameras. By 

contrast, in OST HMDs, the user’s direct view of the world is mostly preserved albeit 

at expenses of a reduced AR image registration. Here, the direct view of the real world 

is optically merged, through a beam combiner, with the computer-generated content 

(Fig. 2). This aspect confers a clear advantage over VST solutions, particularly when 

used to interact with objects at close distances, since it allows the user to maintain al-

most unaltered his/her own natural visual experience. The computer-generated content 

is projected onto a microdisplay (i.e., image source) and then optically redirected to the 

user’s retina with a bit of delay.  

 



 

Fig. 1. Schematic representation of the Video See-Through Augmented Reality paradigm 

 

Fig. 2. Schematic representation of the Optical See-Through Augmented Reality paradigm 

Our goal is to design and validate a hybrid OST/VST HMD able to provide the ben-

efits of both see-through paradigms and to ensure a perceptually consistent AR experi-

ence to the user at close distances. To do so, we are presenting, in a coherent fashion, 

the technical solutions implemented so far towards the realization of a novel AR HMD 

devoted to aid complex manipulative tasks. Each technical solution was tested on a 

different embodiment of hybrid OST/VST. 

This section is structured as follows: Section 2.1 reports on a novel solution that 

allows the development of stereoscopic AR HMDs able to provide both the see-through 

mechanisms (optical see-through and video see-through); Section 2.2 describes a soft-

ware solution that is able to partially recover natural stereo fusion of the scene in quasi-



orthoscopic video see-through HMDs; finally, Section 2.3 describes a closed-loop 

method for the automatic calibration of optical see-through HMDs with infinity focus. 

2.1 Hybrid Video/Optical See-Through HMD 

In 2017, we presented a novel approach for the development of an HMD able to 

provide both the see-through modalities [23]. The proposed solution is based on the use 

of a pair of liquid-crystal (LC) shutters that can be electronically controlled so to modify 

the transparency of a generic see-through display. This allows us to switch from the 

augmented and camera-mediated view, with the optical shutter on closed-state (i.e., 

VST mode), to the see-through (i.e., OST mode) view, with the optical shutter on open-

state. Under OST mode, only the computer-generated elements are rendered onto the 

microdisplay whereas under VST mode the real 2D scene and virtual content are digi-

tally blended and then rendered onto the display. A first custom-made prototype imple-

menting such mechanism was realized by assembling the two optical shutters on a com-

mercial waveguide-based OST display opportunely modified for housing also the ste-

reo cameras needed for the VST modality (Fig. 3).  

The proposed solution is therefore able to combine the benefits of both the AR mo-

dalities since it allows switching to the most suitable modality during use and without 

relying on any moving part (i.e. as with a physical shutter). 

 

 

Fig. 3. Switch between Optical and Video See-Through modality by means of the optical shut-

ter. On the top (A), the shutter in open-state, on the bottom (B) the shutter in closed-state 



2.2 Perspective Preserving Solution for Quasi-Orthoscopic Binocular Video 

See-Through HMDs   

From a human-factor standpoint, non-rigorously stereo-orthoscopic VST HMDs, as 

the one presented in the previous section, raise issues related to the user’s interaction 

with the augmented content. In such systems, depth perception through stereopsis is 

adversely affected by sources of spatial perception errors. The issues affecting depth 

perception are mostly bound to the non-orthoscopic placement of the stereo cameras on 

the HMD.   

In a study published in 2018 we presented a software solution aimed at mitigating 

the effect of the eye-to-camera parallax [24]. The idea is to partially resolve eye-camera 

parallax by opportunely warping the camera images through a perspective-preserving 

homographic transformation that accounts for: the intrinsic parameters of the cameras 

(𝐾𝐶), the intrinsic parameters of the see-through displays (𝐾𝐷), the geometry of the bin-

ocular VST HMD (𝑅𝐶
𝐷|𝑡𝐶

𝐷), and the distance (𝑑𝐶→𝜋) and orientation (𝑛⃗⃗𝑇) of the reference 

plane with respect to the user (Fig. 4) [25, 26].  The plane-induced homography is: 

 

 
𝐻𝐶

𝐷 =  (𝐾𝐷  (𝑅𝐶
𝐷 + 

𝑡𝐶
𝐷 ∙ 𝑛⃗⃗𝑇

𝑑𝐶→𝜋 ) 𝐾𝐶
−1) 

 

 

(1) 

While the pixel-to-pixel relation between camera points and display points is: 

 

 𝜆𝑥𝐷 = 𝐻𝐶
𝐷(𝑅𝐶

𝐷, 𝑡𝐶
𝐷 , 𝐾𝐶 , 𝐾𝐷)𝑥𝐶 (2) 

 

 

Fig. 4. Rigid transformation involved in the evaluation of the perspective preserving homogra-

phy induced by a reference plane. 



By means of this plane-induced homography applied over the camera frames, the 

perceived distortion of space around the pre-defined reference plane can be dramati-

cally reduced and therefore the user is able to interact with the augmented scene with 

reduced discomfort. 

In Fig. 5 a new custom-made prototype of the hybrid OST/VST HMD used for test-

ing the proposed solution is shown. As in the first prototype, the visor is based on a 

reworked version of a commercial binocular OST HMD (DK-33 by LUMUS). The bin-

ocular HMD features a quasi-orthoscopic placement of the external cameras with an 

anthropometric interaxial distance. 

 

 

Fig. 5. Embodiment of the hybrid Video/Optical See-Through HMD used for assessing the per-

spective preserving solution that mitigates the parallax due to a non-orthoscopic setting of the. 

2.3 Closed – Loop Calibration for Optical See-Through HMDs with Infinity 

Focus 

To achieve an accurate alignment between the user’s view of the real 3D world and 

the computer-generated 2D graphics projected onto the see-through display, in any OST 

HMD a dedicated calibration routine is needed to estimate the projective parameters of 

the combined eye-display pinhole model. State-of-the-art OST calibration methods 

models the eye-NED system as an off-axis pinhole camera model, and therefore include 

the contribution of the eyes’ positions also into the modelling of the intrinsic matrix of 

the eye-NED. In a study recently presented at ISMAR 2018 [27], we presented a 

method for robustly calibrating OST NEDs that explicitly ignores this assumption and 

that is specifically suited for OST displays having the imaging plane at infinity as the 

one used in our second prototype of hybrid OST/VST HMD.  

Our assumption is that, being the imaging plane at infinity, the eye-NED can be 

modelled as an on-axis pinhole camera and therefore the eye-to-display parallax only 

affects the extrinsic component of the homographic transformation between eye and 

display in its centered position (i.e., at the center of the display eye-box). The overall 



transformation matrix that properly maps the world points onto the image points of the 

display is: 

 

 𝑃𝑑𝑒𝑓 =  𝐻𝐸
𝐷 ∙ 𝐾𝐷 ∙ 𝑇𝑊

𝐸 =  𝜆𝐾𝑒𝑞 ∙ [𝑅𝑒𝑞  𝑡𝑒𝑞] 

 

(3) 

Where 𝐾𝐷 ∙ 𝑇𝑊
𝐸  is the projection matrix associated to the display. In order to deter-

mine the correct points onto the display (with no parallax), a perspective preserving 

homography (𝐻𝐶
𝐷) is to be estimated to correlate the two different pinhole models, in 

our case the eye/display model in its actual position and the eye/display model in its 

centered position. This transformation compensates the eye to display parallax. By op-

portunely decomposing the resulting 𝑃𝑑𝑒𝑓, we obtain an equivalent intrinsic matrix and 

an equivalent extrinsic matrix. These two matrices are then used for modelling the pa-

rameters of the virtual camera correctly. By using 𝐾𝑒𝑞 and 𝑅𝑒𝑞   𝑡𝑒𝑞, in the rendering en-

gine, the OST AR system can project pixels onto the display so to be properly aligned 

with their corresponding 3D point in the world.  

The calibration procedure was tested on the same prototype presented in Section 2.2, 

here used under OST modality. The promising results of the calibration are shown in 

Fig. 6. 

 

 

Fig. 6. Example of OST view after calibration. 

3 Discussion and Future works 

In this work, we have unveiled an overview of the workflow carried out so far to-

wards the development of a novel AR visor specifically devoted to aiding complex 

manual tasks within arm’s reach. Overall, the achievements of the development phase 

carried out so far are: 

 

• Implementation of a hybrid HMD which can work both under OST and VST 

modality and switch between each modality upon request. The switching 



mechanism is made possible by means of a pair of opto-electronic LC-shutters 

placed ahead of the optical combiners of the OST HMDs. 

• A quasi-orthoscopic setting of the visor under VST modality, with a reduced 

eye-to-camera parallax and an anthropometric interaxial distance that reduces 

distortions in depth perception. 

• A software solution that further mitigates the effect of the eye-to-camera par-

allax by means of a perspective-preserving image warping applied to the cam-

era frames under VST modality. This transformation allows the recovering of 

a correct perception of the relative depths in the peripersonal space around a 

pre-defined reference plane. 

• A closed-loop calibration routine designed for an OST HMD with infinity fo-

cus. The calibration routine yields accurate results in terms of real-to-virtual 

alignment also under OST modality. 

 

As future developments, a third hybrid visor is currently under development that will 

comprise all the above described key features:  

 

• A pair of OST near-eye-displays with the associated optical engines. 

• A pair of opto-electronic shutters. 

• A pair of external cameras needed for capturing real-world views under VST 

modality. 

• A dedicated software framework that manages the OST/VST switching and all 

the needed image transformations needed for mitigating the perceptual issues 

related to the eye-to-camera parallax and for ensuring a perceptually consistent 

AR experience to the user at close distances.  

 

This visor will undergo specific usability tests in order to assess the overall efficacy 

of all the proposed solutions.  
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