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ABSTRACT
Online Social Networking platforms (OSNs) are part of the people’s
everyday life answering the deep-rooted need for communication
among humans. During recent years, a new generation of social me-
dia based on blockchain became very popular, bringing the power
of the technology to the service of social networks. Steemit is one
such and employs the blockchain to implement a rewarding mech-
anism, adding a new, economic, layer to the social media service.
The reward mechanism grants virtual tokens to the users capable of
engaging other users on the platform, which can be either vested in
the platform for increased influence or exchanged for fiat currency.
The introduction of an economic layer on a social networking plat-
form can seriously influence how people socialize. In this work, we
tackle the problem of understanding how this new business model
conditions the way people create contents. We performed term
frequency and topic modelling analyses over the written contents
published on the platforms between 2017 and 2019. This analysis
lets us understand the most common topics of the contents that
appear in the platform. While personal mundane information still
appears, along with contents related to arts, food, travels, and sport,
we also see emerging a very strong presence of contents about
blockchain, cryptocurrency and, more specifically, on Steemit itself
and its users.

CCS CONCEPTS
•Human-centered computing→ Social network analysis; So-
cial media; • Computing methodologies → Natural language
processing.
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1 INTRODUCTION
With the rise of Online Social Networks (OSNs) in the past decade,
people can share information now, more than ever, on an unprece-
dented scale and reach. Users share on social networks not only
important news but also mundane information from their daily
lives, including daily meals, fitness regimes, thoughts and feelings,
recommendations and others. Many of the social networks do not
provide direct financial rewards, thus users share information to
accumulate either collective social capital, or capitalize indirectly
on their built-in audiences (i.e. influencers). Understandably, this
sharing activity has been extensively studied [7, 19, 20, 22] focusing
not only on the consequences but also on the underlying network
properties amplifying such behaviours.

With the recent revelations of the Cambridge Analytica scandal
[5], Decentralized Online Social Networks (DOSNs) become of
high interest for social media users [10]. During the last ten years,
several DOSNs have been proposed [4, 9, 14, 15], but they did
not have a big impact on the daily life of people. Thanks to the
blockchain technology and the idea of rewarding valuable content,
a new generation of DOSNs have been proposed, principally based
on blockchain [13]. There are a variety of online social networks,
relying on blockchain technology and monetization to encourage
their users to create and share their content. The most well-known
in Steemit1. It combines blockchain with social networking and
blogging along with a monetary system, allowing participants in
the platform to receive micropayments for the content they have
generated. This is based on the number of votes their posts accrue,
as well as the stake of the users who cast the votes. The incentive
is geared toward the production of more content which should
have an interesting enough topic to generate more votes. Besides
content creators, users who identify (vote on) popular content are
also rewarded for upvoting it. The latter is known as curation
reward. The curation reward is higher for contents with a high
number of upvotes and is granted for the most part to the first users
who upvoted that content.

1https://steemit.com/
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The main question about Blockchain Social Media concerns the
behaviour of users and how the rewarding strategy affects their
social behaviour. The platforms are based on rewarding strategies
and the principal motivation is that it could prevent fake news and
censorship [13]. However, the real benefit is still unclear.

In this paper, we provide a text analysis of the social content of
Steemit. We utilize recent advancements in machine-learning meth-
ods to extract knowledge from the published content on Steemit
to understand how the reward mechanism affects the creation of
contents. We focus only on the analysis of the written parts of
the contents because it is the main part of the contents posted on
Steemit. In detail, we put our effort into discovering what are the
most recurring and important topics of the contents present in the
platform. We also try to identify some topics relevant to the plat-
form and define them by the means of the words that appear most
frequently in the contents belonging to these topics. Our investi-
gation yields several important results. Firstly, some well-defined
topics of contents emerge from the analyses, which suggests us that
the platform is used properly and its contents can be relevant for
readers. Secondly, by studying the most representative words that
define each topic we can understand what are the most recurring
and important topics of contents that appear in the platform.

The rest of the paper is structured as follows. In Section 2, we pro-
vide a detailed description of the techniques used for our analysis,
as well as a brief overview of the field. Section 3 contains informa-
tion about the data collection method, pre-processing, and a general
description of the dataset. Section 4 presents the obtained results
and the underlying analysis, followed by concluding remarks and
possible future directions.

2 METHODS AND STATISTICAL
APPROACHES

Natural Language Processing (NLP) represents a collection of tech-
niques to process human language (written and spoken) to extract
valuable information for some purpose, whether language transla-
tion, extract knowledge from a variety of textual sources, to answer
questions, carry out automatic conversations, predict hate speech,
track sentiment and others. NLP considers not only text as a se-
quence of symbols but also relies on the hierarchical structure of
language - words that form phrases, which are then encompassed
in sentences [27] .

The sheer number of online content that is created daily has
provided an indispensable unstructured research resource for scien-
tists to explore a variety of social interactions. For instance, in [3]
NLP techniques and social network analysis approaches were used
to identify cultural networks in autism spectrum disorder Facebook
groups. NLP has been applied in prediction whether certain Twitter
messages will elicit responses [2]. Latent Dirichlet Allocation (LDA)
has been used to establish latent communication connections in
two scientific communities. Recurrent neural networks were used
to establish adverse drug reactions based on Twitter posts [8]. Pre-
diction of latent personal attributes and analysis of emotions of
users through Twitter messages was demonstrated in [26]. NLP
approaches have been used to infer people’s mental states based on
social media data [6]. Additionally, disaster response analysis based
on social media posts has been performed in multiple studies based

on both supervised and unsupervised machine learning approaches
[1, 21, 24, 25]. In as much as our motivations stem from the interest
of identifying the most common topics of the contents and the most
recurring words for each topic, we employ several techniques in
the present study, which are described below.

2.1 Term Frequency
Term frequency is a common approach to retrieve valuable infor-
mation from a large textual corpus, often in unstructured form. The
approach is used in community analysis [17], predicting the market
[23], to understand emergency situational awareness from Twitter
messages [28] among others. One should note, however, that term
frequency, or the number of unique times a word has appeared in
a text, is highly correlated to the text’s length. Naturally, longer
documents have higher term frequencies, than shorter ones. To
mitigate this shortcoming, we can weight the term count where
term counts will add up to one. Term frequency is combined with
inverse document frequency analysis (collectively known as TF-IDF
analysis) and is used often to understand what a document is about
and how important words in a text are based on their frequency
and weights scores.

2.2 Topic modelling and Analysis
LDA is one of the most popular and effective unsupervised topic
modelling techniques [18] developed to identify latent topics from
documents. Generally, LDA detects related topics from associated
and co-occurring elements within a collection of documents. Each
topic is defined by a distribution over words, where the ordering of
words is ignored and that the words in each document are known.
The distribution of topics altogether, as well as the distribution
of topics for each document, is learned from the data. The topic
distribution is then represented as a vector, which is used for com-
puting the distance between the documents, which then provides
information about their similarity.

LDA has proven successful in encapsulating knowledge from
large corpora, as showed in [12], as well as to understand scientific
directions (trends) in a field like biochemistry through the years [16].
A factor to consider when obtaining LDA-topics is what should be
the number of topics to be extracted. LDA algorithms are unable to
define on their own the number of topics in a given data. Therefore
that number should be manually set beforehand and can depend
on the situation since too small of topics can result on topics being
too general and vague, while a big number will create more noisy
topics [11].

3 DATA PREPARATION
For this work, we have extracted from the Steemit public blockchain
API, published posts in the period 01 − 𝐽𝑎𝑛𝑢𝑎𝑟𝑦 − 2017 - 26 −
𝑆𝑒𝑝𝑡𝑒𝑚𝑏𝑒𝑟 − 2019. Once the data are collected, pre-processing and
cleaning is performed on the data to remove incomplete, noisy or
inconsistent entries from the set.We have taken specific steps to pre-
process the data and make it suitable for our analysis. This includes
the conversion of all collected posts to𝑈𝑇𝐹 − 8 format, the removal
of all HTML tags, converting links to entities, which represent
the domain but not the individual pages, convert all recognizable
emoticons, convert all pictures or gifs to entities, represented as
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jpeg or gif, respectively. Furthermore, we have removed all special
characters and stop words, as well as white spaces. All text was
then converted to lowercase.

Since the posts that were retrieved contain both English and
non-English posts, once the data were cleaned, the language for
each post was established. Table 1 shows the total number of posts
collected for each year, how many posts remain in the dataset
once the pre-processing step has been finalized and the number of
languages detected in the cleaned data. Posts occurred in a total
of 43 languages. For the following analysis, we are going to focus
only on English language posts.

Year # Posts # English Posts Lang
2017 32990 28823 40
2018 32895 28593 36
2019 26654 21323 43

Table 1: Amount of posts collected for each year.

3.1 Users
The number of unique authors of posts in the collected data (2017−
2019) is 9, 252. Once again, the user-specific data collected from
the Steemit API was preprocessed and the cleaned data consists of
9, 245 entries. Since the number of posts per users are in extreme
(the user with most posts has published 2, 303, 298, and there are
users, who have posted only once), to account for these extremes,
Figure 1 presents the histogram for posts per users in a log scale.
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Figure 1: The data for number of posts is represented in log
form in the histogram

3.2 Categories
Users can apply a single category, or tag, to each post they create
as so to make easier for the contents to be categorized. The number
of categories is 2, 509 for 2017, 2, 610 for 2018 and 2, 022 for 2019
respectively. Figure 2 shows the top 10 categories users published
under for the entire period. It is noticeable that there is a mix of
categories related to human activities, such as photography, art,
travel, and food, together with some more related to the platform
itself, such as steemit, steem, bitcoin. It is also worthwhile to no-
tice that there are two categories probably related to the language
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Figure 2: Top 10 categories for all collected posts in the pe-
riod 2017 − 2019

used in the content: kr (Korean language code), and cn (Chinese
language code). This behaviour may be linked to the fact that the
two languages are not as present as English, so assigning them
a category makes other users find more easily contents in those
specific languages.

4 RESULTS
The presumption of this work is that the rewarding mechanism
has a certain influence on the body of posts, making users prefer to
create contents regarding specific topics or cause other anomalies.
Thereupon, one may stipulate that social networking effects (viral-
ity, shareability, friends/followers) might be changed significantly
due to the emergence of financial reward. Since Steemit is similar
to micro-blogging social networking platform, it will contain huge
amounts of textual data in an unstructured format on a variety of
topics, depending on each user and their interests. Accordingly, we
adopt topic modelling to identify post topics in each of the three
years and observe whether voting encouragement is present and
find hidden topics and areas of interests for the users each year that
are similar to each other. Topic modelling helps not only to specify
the posting topics contained within the users’ posting habits and
according to their interests, but also help extract keywords which
are related to the topics to develop an in-depth analysis.

The results of the topic modelling, therefore, might provide a
helpful first look at understanding how users encourage others to
vote for them and see the precise language utilization in this respect,
irrespective of the subjectively defined published topic from the
users, helping us analyze the underlying semantic structure of the
posts.

We first establish the general word length of posts in the investi-
gated period. Figure 3 depicts the word count distribution for posts
in each of the years under investigation. One can observe that the
average number of words per posts is lowest in 2019, compared
to the two previous periods, but this can be possibly explained by
the fact that we have collected data only from January through
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Figure 3: The threefigures represent theword count distribu-
tion of the posts published for 2019 (upper plot), 2018 (middle
plot), 2017 (lower plot).

September 2019, while we have data for the entire twelve months
for 2017, 2018. Nevertheless, one can see a drop in the general word
distribution from 2017 to 2018. Given that posts created in 2019 are
much shorter, and because we do not have access to all the contents
created in that year, for the rest of the paper we will only focus on
the contents created either in 2017 or in 2018.

For the LDA analysis, the total number of topics (presented as a
set of words) occurring in the collection of posts to be examined is 9.
The topic naming convention was left as a topic together with the
sequential number. The number of posts for each topic is presented
in Figure 4, 2018 in the top plot, and 2017 in the bottom plot. In
2017 most of the posts belong to broad generic topics of mundane
activities (Topics 1 and 3), but also two other topics emerge from the
rest: a topic related to Steemit (Topic 5), and one related to food and
nutrition (Topic 4). In 2018 the situation slightly shifted: while there
is still a high number of posts about mundane activities (Topic 6), we
also see an increased production in posts concerning Steemit (Topic
3) and cryptocurrencies in general (Topic 8). These results confirm
that people are prone to talk about personal activities in social
media, also in the case their information can be accessed to anyone
on the Internet. Although among the more specific topics, the ones

Figure 4: The two figures represent the number of posts per
dominant LDA topic for 2018 (middle plot), and 2017 (lower
plot).

related to cryptocurrencies, blogging, and Steemit, in particular,
emerge over all the others. This is a very interesting and unique
result, as we do not observe analogous behaviours for instance in
Facebook or Twitter. The main reason behind this result surely lies
in the fact that common people are eager to understand how the
platform works without having the proper technical background to
read the code of Steemit or do some reverse engineering. Therefore
content producers are heavily encouraged to share with the other
users insights about how the platform works.

In the rest of the section, we are going to inspect more closely
the 9 topics for each year and the key words that define the topics,
searching for possible anomalies. The results from the nine topics
and the 10 words associated with each topic and their respective
weight based on the vocabulary of the posts are depicted in Figure
5, the top plot for 2018, and the bottom plot for 2017. The separation
by years was necessitated to develop a better understanding of the
trends in topics, as well as to examine whether specific topics are
emerging for each period. One should note that topic modelling
will assign post fields and topics depending on the composition of
the words that are ascribed to the topic.

As already emerged in the previous paragraph, in all three years
are present topics directly related to Steemit, blogging, cryptocur-
rencies and blockchain in general (Topics 3, 5, and 8 in 2018, Topics
2, 5, and 8 in 2017) as well as some related to people’s activity
outside the platform. In particular, we see some topics related to
generic mundane activities (Topics 1 and 3 in 2017, Topic 6 in 2018),
but also somemore specific topics, such as food/nutrition (Topic 7 in
2018, Topic 4 in 2017), sport (Topic 4 in 2018). It is worth to mention
also Topic 0 in 2017, which at a first glance seems to be a very broad
topic, but thanks to the word welcome, it is probably capturing all
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the welcome posts of the users, that is, a post users are encour-
aged to make by the platform in which they present themselves,
to make all the other users know something about the newcomers.
Another interesting topic is Topic 6 in 2017, which contains the
word steemit. While the other words do not necessarily seem to
be linked with this one, it was very common for Steemit users to
make daily/weekly contests or lotteries and award other users with
small amounts of currency. Topic 2 in 2018 is very peculiar, indeed
it mixes words like art and story with witness (so are called the
Steem block creators). After further analyses, we discovered that
the vast majority of the posts in this topic belong to a Steemit user
called ADSactly, which is also the word with the highest weight
of this topic. The account, which is probably not managed by a
single person, posts a variety of contents about Steemit, Bitcoin
and cryptocurrencies in general, as well as fiction, literature, arts,
and so on.

Given their importance among all the topics, we will inspect
more deeply the ones connected to Steemit. For the posts published
in 2018, topic 3 stands out since it is related to both topics 2 and
3 from 2019. Here words about steemit, posting, commenting and
upvoting have been outlined. Topic 8 is primarily outlined as one
about blockchain, crypto-currencies, pricing, etc contained in topic
3. Finally, the situation is slightly bit different for 2017, where
topic 5 relates to steem posts, voting, commenting and witnesses.
Topic 8 at the same time contains information about the steem
market, exchanges and price, which one can surmise relates to
posts describing how Steemit works, including the exchange of
currency, the blocks generated and trading that occurs. The results
showed that irrespective of the year observed, a large number of
posts have included in their body text about voting, steemit, steem,
as seen from the topics containing information about voting, steemit,
post.

5 DISCUSSION AND CONCLUSIONS
This research investigated the detection of the most common topics
in Steemit, a platform that rewards content creators for their ability
to engage many people. The intuition behind this study is that since
the business model of the platform is different from its centralised
counterparts, a sort of polarization and platform-specific topics
would emerge. The analyses were carried out on the written part
of the contents posted between January 2017 and December 2018,
filtered by the English language, using Term frequency and Topic
modelling techniques from NLP. The dataset was retrieved using
the official API. The results point to the existence of some generic
topics, along with more specific ones, throughout the three years
of observations. The major finding is that a relevant part of the
community is dedicated to producing contents about blockchain
and cryptocurrencies in general, and on Steemit in particular. Thus,
we can state that the business model adopted by Steemit heavily
influences the contents created on the platform.

However, many other questions arise. One possible future work
is to understand what drives the attention of the users in terms of
voting to identify if some topics tend to be better rewarded than
others. This is even more difficult if we consider that in the platform
votes cast by users with more Steem Power count more than others.
Moreover, as possible future work, we point out the detection of

the strategies users adopt to increase the value of the contents they
create to increase the rewards they get. Finally, we also plan to
extend the work using Distributed Word Representations to have a
more comprehensive understanding of the identified topics.
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Figure 5: The two figures represent the LDA topics word importance for 2018 (upper plot) and 2017 (lower plot).
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