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A Game Theoretic Robotic Team Coordination
Protocol For Intruder Herding
Simone Nardi , Federico Mazzitelli , and Lucia Pallottino

Abstract—Intruder tracking and herding problems are crucial
in several applications. In this letter, a game theoretic coordination
protocol for multimobile robot systems is proposed to tackle both
problems simultaneously. Defender robots move according to com-
puted Nash equilibria to herd the intruder into a safe area while
preventing its access to one or more protected areas. The concept of
a virtual barrier is presented to induce defenders to automatically
and uniformly deploy along the barrier in order to drive intruder
away from the protected areas and toward the safe one. Simulation
results are reported to validate the proposed approach.

Index Terms—Distributed robot systems, game theory, au-
tonomous agents.

I. INTRODUCTION

INTERACTION of autonomous agents has attracted much
interest from different disciplines and has been tackled with

different approaches based on the particular goal of the agents.
For example, the collective motion can be based on pure co-
ordinated interactions, [1]–[4] or on conflicting interactions as
in case of the pursuit–evasion problem [5]–[9]. Differently, the
proposed approach falls into the category of agents with con-
flicting interactions but focuses on a different aspect that is the
defense from intrusion, i.e., a defense–intrusion interaction, see
e.g., [10]–[12]. This kind of interaction is ubiquitous and fas-
cinating both in the natural world (see, e.g., Fig. 1) and the
artificial one (e.g., a guarded vessel tries to protect an island by
preventing approach of opposed vessels). Compared with con-
flicting interactions, in defense-intrusion interactions, intruders
not merely escape from defenders but also try to approach a pro-
tected region. On the other hand, defenders not merely pursue
the intruder but also aim at expelling it away from the protected
area. The biological world provides a rich source of inspira-
tion for this type of problems, see for example the hunting

Manuscript received February 24, 2018; accepted July 5, 2018. Date of pub-
lication July 18, 2018; date of current version August 17, 2018. This letter
was recommended for publication by Associate Editor M. A. Hsieh and Editor
N. Y. Chong upon evaluation of the reviewers’ comments. (Corresponding
author: Simone Nardi.)

S. Nardi is with the Computational Geometry and Systems Laboratory, Ingeg-
neria dei Sistemi SpA, Pisa 56124, Italy (e-mail:,s.nardi@idscorporation.com).

F. Mazzitelli is with Aitronik, Pisa 56077, Italy (e-mail:, fmazzi88@
gmail.com).

L. Pallottino is with the Centro di Ricerca “E. Piaggio,” Dipartimento di In-
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Fig. 1. Tracking and herding example in natural scenario. Image from Wiki-
media Commons.

Fig. 2. Protected (yellow) and Safe (green) areas are characterized by their
central position and shape. Intruder (red triangle) is located in the area and when
detected by defenders (blue triangles) the herding game begins. Thanks to the
proposed solution, obstacles (grey circles) do not compromise the success of
the mission.

strategies adopted by dolphins [13]. With respect to defense–
intrusion interaction, this work couples it with the intruder herd-
ing problem [14], [15]. In other words, we are interested in
defining a coordination protocol for mobile robots that provides
them the ability to track an intruder and to escort it to a pre-
determined safe area while keeping it far from a protected area
even in presence of unknown and possibly moving obstacles
in the environment. A schematic description of the scenario is
reported in Fig. 2.

Based on a distributed game theoretic approach [16], this
work proposes a novel framework able to solve the problem
of defense-intrusion interaction and intruder herding, in case
of multiple autonomous defenders. The proposed framework
has been chosen since it allows the coordination protocol to be
applied also in scenarios where communication is forbidden,
for example for security reasons or due to degraded commu-
nication channels, as in underwater environments. Indeed, the
proposed approach differs from the one proposed in [2], [17]
because it does not need any direct communication between de-
fenders. Hence, each agent in the environment takes part to the
game and takes autonomous decisions based on the system state
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information locally available. Finally, the coordination protocol
has been designed to be independent from the robot kinematics
and to be self adaptive to the variability of the environment.

Given a scenario with obstacles, protected and safe areas,
approaches as those proposed in [18], [19] provide an initial de-
fenders deployment to detect an intruder. On the other hand, an
intruder may have interest in accessing more than one protected
area. Hence, once the intruder is detected, the herein proposed
coordination protocol is not just used by defenders to track the
intruder (see Section III) but also to identify its objectives in
presence of more than one protected area (see Section III-C).

To summarize, this work proposes a game theoretic solution
to the herding and tracking problem for a coordinated team of
robots without the need of communication exchange. The pro-
posed approach will be shown to work without a prior knowl-
edge of the environment and on the area that will be attacked in
case of more than one protected area. Based on local informa-
tion the defenders will position themselves in order to prevent
the intruder entering a protected area and to force the intruder
toward a safe area while avoiding collisions with other robots
and obstacles. The proposed coordination algorithm has been
validated with numerical simulations following a Monte Carlo
approach with different scenarios and different initial positions
of the intruder and the defenders. The entire code is available to
interested researchers.1

II. PROBLEM FORMULATION

In this section, we briefly introduce, for reader convenience,
the notation and the formalism used to define the coordination
protocol designed for the tracking and herding problem. For
the sake of simplicity we consider a 2D environment, however
the protocol can be directly extended to 3D scenarios as in
underwater or aerial applications.

Let N be the number of defender robots in a scenario in which
a single intruder can enter. The configuration of every defenders,
at time t, is:

Di(t) = [xi, yi , θi ] for i = 1, 2, . . . , N.

Where xi, yi are the coordinates of the i–th defender expressed
in a fixed reference system and θi represents the orientation of
the i–th defender. Similarly the position and the orientation of
the intruder are denoted with:

I(t) = [xI , yI , θI ].

As mentioned, the proposed coordination method is indepen-
dent on the particular robot kinematics. We consider M , possi-
bly moving, obstacles that have to be avoided by all the robots,
defenders and intruder. Each obstacle’s shape and dimension is
supposed to be known when robots are sufficiently close. For
simplicity, obstacles can be represented as discs and character-
ized by the center’s position (xO, yO) and the radius rO:

Oi = [xOi
, yOi

, rOi
] for i = 1, 2, . . . , M.

Finally there are P protected areas represented by a known
bounding box: for simplicity the area is considered as a

1Code available at https://github.com/SimoneNardi/game-theoretic-
coordination-protocol

square i defined by its center position and sides’ length
Pi = [xPi

, yPi
, bPi

]. Similarly, there is a single safe area, repre-
sented with its bounding box: S = [xS , yS , bS ].

The robots are supposed to be equipped with two types of
sensors able to provide the position and the orientation of the
other robots, of the intruder and of the obstacles. These sensors
are considered ideal (noise-free) but with limited range. The first
type of sensors allows the estimation of other defenders position
and orientation and the obstacles detection and localization.
The sensors footprint is supposed to be a disc of radius rc ,
called coordination disc. The second type of sensors allows the
identification of non-cooperating robots (e.g., the intruder) when
they enter the identification disc of radius rid . Normally rid ≤ rc

because it is easier to estimate states of a cooperating robots
(e.g., [20]) rather than those of uncooperative ones (e.g., [21]).
In the same way the intruder is supposed to be equipped with
sensors able to estimate the position and the orientation of the
defenders and with the same footprint. The description of the
sensory systems to detect robots and obstacles are out of the
scope for this work (for a brief introduction to technology refer
to [20], [21]).

The goal of the intruder is to enter in one of the P protected
areas while the goal of the defenders is to avoid that and to
force the intruder entering in the safe area S. All robots must
avoid also collisions with the M obstacles, the defender must
avoid collisions between each other. Robots are supposed to take
decisions on the action to be performed based on the following
information. Each defender is able to reconstruct information
(e.g., dimension, position) on:

� other defenders in its coordination disc,
� obstacles in its coordination disc,
� intruder when it enters its identification disc,
� safe and protected areas.
The intruder is able to reconstruct information on:
� obstacles in its coordination disc,
� each defender in its identification disc,
� protected areas.
The intruder ignores the position of the safe area.

A. Notation

In the rest of the paper we use the term robot when we speak
indifferently about a defender or the intruder; while we use the
specific name when it is necessary to differentiate them.

� dij
r : distance between defender i–th and robot j–th, j ∈
{1, . . . , N, I},

� dik
o : distance between robot i–th and obstacle k–th, i ∈
{1, . . . , N, I},

� dP : distance between intruder and protected area P ,
� Oi = {Ok |dik

o ≤ rc}: the set of obstacles detected by
robot i ∈ {1, . . . , N, I},

� N i = {j|dij
r ≤ rc , j ∈ {1, . . . , N} or dij

r ≤ rid for j =
I}: the set of indexes of robots in the sensor footprint of
defender i ∈ {1, . . . , N},

� NI = {j|djI
r ≤ rid , j ∈ {1, . . . , N}}: the set of indexes

of defenders in the sensor footprint of the intruder.
The linear velocity of each defender is supposed to depend on

the intruder estimated position and speed, while the direction of
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motion is the outcome of the coordination protocol as described
next. The idea is to set the defender velocity to move at maxi-
mum speed when the intruder is identified and thus reducing it
linearly until the intruder velocity is reached. Such choice works
under the typical assumption of a defender speed greater than
the intruder one. The speed Vi of defender i is hence set equal to:

Vi =

⎧
⎨

⎩

vmax − vI
rid

diI
r + vI , if diI

r ≤ rid

0, otherwise,
(1)

where vI is the intruder linear velocity and vmax is the max-
imum velocity of the defender.

B. Game Theoretic Framework

In this letter we proposed to adopt a game theory based ap-
proach. Relevant concepts are briefly reported for reader conve-
nience, for further details refer to [22].

A basic concept of the game theory used in this work is the
strategic game, defined as follows:

Definition 1: A strategic game consists of
� a set of players
� each player has a set of actions
� each player has a preference over the set of available

actions.
For the considered problem each robot (defender or in-

truder) is a player and the available actions to each player are
chosen from the following set:

Ai =

{

(θi, vi) : θi ∈ Θ, vi =

{
Vi, for defender

vI , for intruder

}

(2)

where, Θ is the set of admissible steering angles that depends on
the robot kinematics. For example, in the performed simulations
a finite set of three values have been chosen as Θ, due to com-
putational limitation of the chosen platform (see Section IV).
The linear velocity of each defender is derived in a deterministic
manner, following equation (1) while the intruder velocity is es-
timated with on board sensors, e.g., using lightweight radar [21].
Hence, the role of the game in the control loop consists in choos-
ing the appropriate steering angle θi .

The last element to define a strategic game are the func-
tions that define the player’s preferences over the actions pro-
file, in this case expressed as cost functions. The cost function
Ci of the i–th defender has the following structure: Ci(Ai) =
fi(Ai ,Oi ,P1 , . . . ,PP ,S), whereAi = {aj |j ∈ N i} is the set
of actions of intruder and defenders detected by defender i,
i.e., in its sensor footprint. The intruder’s decision (aI ) is con-
sidered in the computation of the game equilibrium, but that
does not mean that the intruder actually will implement such
action. This will depend on the model of the intruder behaviour.
For the considered problem, the cost function Ci of the i–th
defender is:

Ci(Ai) =
K1

min
j∈N i ,k∈Oi

(dij
r , dik

o )
+ K2d

i
b (3)

The proposed cost function has been chosen in order to pe-
nalize small distances between robots (or between robots and

obstacles) and large distances, di
b , from the current configura-

tion toward a possible defender target configuration. The target
configuration can be defined in several ways, the one used to
handle both the tracking and herding problem is defined in next
section. K1 and K2 are gains used to tune the relevance of the
two addends as shown in Section IV.

Assuming that the goal of the intruder is to reach the specific
protected area P among those in the environment, the intruder
cost function is modeled as follow:

CI(AI) =
K1

min
i∈NI , k∈OI

(diI
r , dIko )

+ K2dP (4)

whereAI = {aj |j ∈ NI} is the set of intruder actions, and dP
is the distance between the intruder and the protected area P ,
that is the intruder objective.

The action performed by the team of defenders and the one
performed by the intruder are chosen based on Nash equilib-
ria [23]. It is worth noting that an equilibrium corresponds to a
local minimum of the players’ cost functions. Moreover, among
others, the Nash equilibrium is considered in this letter because
its computation does not require communication between play-
ers. For the sake of clarity, in the reported definition we choose
to consider an action set containing the actions of all robots
neglecting the actual dependency from distances.

Definition 2: A decision set (a∗1 , a
∗
2 , . . . , a

∗
N ) is a Nash

equilibrium if it satisfies the following inequalities for
i = 1, . . . , N :

CI(a∗I , a
∗
1 , . . . , a

∗
N ) ≤ CI(aI , a∗1 , . . . , a

∗
N )

Ci(a∗I , a
∗
1 , . . . , a

∗
i , . . . , a

∗
N ) ≤ Ci(a∗I , a

∗
1 , . . . , ai , . . . , a

∗
N )

At each iteration each agent computes the set of Nash equi-
libria (a∗I , a

∗
1 , a

∗
2 , . . . , a

∗
N ). Since it has to be guaranteed that

a solution is found, the problem is solved by finding the Nash
equilibrium in mixed strategies. The mixed Nash equilibrium is
an optimal probability distribution over the action space. How-
ever, in real applications only pure actions can be performed and
not mixed ones, therefore it has been chosen a pure action with
maximal probability distribution. In case of more than one Nash
equilibrium, available equilibria are sorted based on efficiency
(in terms of the cost function) and the least expensive one is
implemented. With this approach, even in case of no communi-
cation, each defender chooses to implement the action leading
to the same equilibrium.

III. INTRUDER TRACKING AND HERDING PROBLEM

The Nash Equilibrium of the strategic game described above
contains the action that will be performed by robots and strongly
depends on the cost functions. The adaptation of the cost func-
tions in equation (3) to the particular case of the tracking and
herding problem is the focus of this Section. Indeed, the objec-
tive of the defenders is not only to defend the protected areas,
but also, at the same time, to herd the intruder into the safe one
that is unknown to the intruder. The introduction of multiple
objectives for both the intruder and the defenders is one of the
main differences between our approach and the one proposed
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Fig. 3. Vectors and parameters to identify the barrier.

by Alexopoulous et al., in [5]. For this purpose the defenders
can move close to the intruder forcing it toward the safe area
and this will be pursued assigning a target configuration to the
defenders in (3). A virtual target set is hence proposed to deploy
the defenders. Each target is characterized by a position and an
orientation close to the intruder so that a barrier is created with
the effect to push it toward a desired direction (see Fig. 3). The
barrier region is computed by each defender only based on in-
truder’s position information and safe and protected areas. Since
those are information available to all defenders with the intruder
in their footprint, the same barrier region is obtained by each
defender. The proposed solution is based on control radius sys-
tem proposed in [24] for non–cooperative agents. When sensor
measurement noise results in variation of the computed barrier
region among defenders the proposed solution can be also ap-
plied. Indeed, the solution needs to impose some limitation in
the sensor measurement errors to be effective. However, no po-
sitions within the virtual barrier are pre–assigned to defenders:
each defender must obtain a place within it, based on the cost
function previously defined, see equation (3). Each defenders
will arrange themselves along the barrier avoiding collisions. In
case the virtual barrier overlaps an obstacle, the defenders are
re-arranged along the collision free portion of the barrier so that
obstacles are exploited to ensure a higher intruder reward toward
the safe area. Hence, the herding is ensured also in presence of
obstacles.

A. Virtual Barrier Construction and Orientation

The virtual barrier has the scope to force the intruder moving
toward the safe area while staying far from the protected ones.
Hence, the virtual barrier is built based on following unit vectors
(see Fig. 3 for graphic representation):

� P̄ is a unit vector, applied on the intruder position, that
lies along the line between the intruder and the associated
protected area (P) with direction toward the area itself.

� S̄ is a unit vector, applied on the intruder position, that lies
along the line between the intruder and the safe area (S)
in direction opposite to the area itself.

� B̄ is a unit vector, applied to the intruder position, that lays
between S̄ and P̄ directed toward the barrier. This vector
is the one characterizing the center of the barrier and will
be chosen as a convex combination of P̄ and S̄.

Fig. 4. Defender position on the barrier for associated cost computation.

It is worth noting that the distances between the robot and the
closest point to the area can be used instead of the one toward
its center.

More formally, B̄ .= S̄w + P̄(1− w), where parameter w ∈
[0,1] determines the orientation of the barrier versor B̄. Distances
from areas can be taken into account in the orientation of the
barrier choosing, for example: w

.= dP
(dS+dP ) , where dP and dS

represent the distance between the intruder and the associated
protected area and the distance between the intruder and the safe
area respectively. If w = 1 then B̄ = S̄, while if w = 0 then
B̄ = P̄ . The behaviour of the barrier can be easily summarized
as follows: when the intruder is very close to the protected
area, regardless of the distance from the safe one, the barrier
will be oriented to defend the protected area by positioning
the defenders between the area and the intruder, (B̄ ≈ P̄). On
the other hand, when the intruder is close to the safe area,
regardless of the distance from the protected one, the barrier
will be oriented so that defenders are deployed guaranteeing the
intruder between themselves and the safe area, (B̄ ≈ S̄). In all
other cases, the barrier will be oriented in intermediate positions
depending on the distance of the intruder from the protected and
the safe areas.

In order to increase the efficiency of the defenders pressure
over the intruder, an additional term is added to the defenders
cost function, w.r.t. (3), as follows:

Ci(Ai) =
K1

min
j∈N i ,k∈Oi

(dij
r , dik

o )
+ K2d

i
b + K3γi, (5)

the idea is to use di
b (the distance between the current position of

the i–th defender and the nearest point on the barrier) to push the
defender to position itself on the barrier, while γi is used to push
it moving toward the central position of the barrier. γi ∈ [0, 1] is
given by γi = |β−yi |

β for yi ∈ [0, 2β], where, referring to Fig. 4,
β is the barrier half-extension angle and yi is the angle of the
i-th defender position projected on the barrier. With this choice,
the cost is minimized for γi = 0 corresponding to yi = β, in
other words when the defender is on the central position of the
barrier, i.e., when the pushing effect of the barrier is maximized.

It is worth noting that, the position of each defender over
the barrier autonomously varies based on the number of robots
participating in the pursuit. Indeed, each defender tries to reach
a position on the barrier (second addendum of the cost function
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(5)), to reach the central position on the barrier (third addendum)
while avoiding collisions with other defenders (first addendum).

B. Coordination Algorithm

The problem of team coordination for intruder tracking and
herding reveals possible conflicting defender’s objectives be-
tween area protection, intruder herding and collision avoidance
with other defenders. The proposed barrier based approach re-
quires each defender to compute its own cost function based on
local sensory information: defenders, obstacles and intruder’s
positions. Intruder can be detected based on a monitoring al-
gorithm such as those proposed in [18], [19] and referred here
as SearchIntruder procedure. Whenever a defender detects the
intruder in the identification disc (UpdateIntruder), it estimates
its neighbouring defenders configurations in the coordination
disc (FindNeighbours), builds the virtual barrier, as described in
Section III-A, (CompBarrier) to identify its target region, com-
putes Nash equilibria of the game with the other players, i.e.,
the robots in its coordination disc (CompNashEq), and selects
the most efficient action (SetSpeed). Thus, sensory informa-
tion is updated (UpdateIntruder) and the procedure repeated.
The Mission Control procedure of each defender, reported in
Algorithm 1, monitors the tracking and herding mission success
and it is based on the Action Selection procedure, reported in
Algorithm 2. Procedures use the following notation:

� IDc and Dc : initial and current defender position and ori-
entation in the Cartesian space,

� Protect: protected area shape and center position,
� Safe: safe area shape and center position,
� Ic : intruder position and orientation,
� Dsc : set of the other defenders’ configurations.
The procedure in Algorithm 2 is used by the defenders to

select the next action to be performed. In case of unicycle-
like kinematics this is the turn angle Ri . Once action has been
selected, the state update equation of i–th defender, with dis-
cretization time Δt, is:

Di(t + Δt) =

⎡

⎢
⎣

xi(t)
yi(t)
θi(t)

⎤

⎥
⎦ +

⎡

⎢
⎣

cos (θi(t) + Ri)
sin (θi(t) + Ri)

0

⎤

⎥
⎦ViΔt +

⎡

⎢
⎣

0
0
Ri

⎤

⎥
⎦

Fig. 5. Number of Nash equilibria on 500 simulations for different numbers
of players.

Algorithm 2: Action Selection.
Data: Dc , Protect, Safe, Ic

Result: Update defender configuration Dc

1 Dsc ← FindNeighbours(Dc);
2 Barrier←CompBarrier(Ic ,Dsc ,Dc, Protect, Safe);
3 Move← CompNashEq(Ic ,Dsc , Barrier,Dc);
4 Dc ← SetSpeed(Dc,Move,Barrier);

C. Intruder Objectives Identification

The proposed virtual barrier has been designed to defend only
one protected area. In order to manage multiple protected areas,
each defender, during the intrusion tracking phase, must be able
to deduce intruder’s intention, i.e., the protected area the intruder
is trying to reach, so that the proposed virtual barrier method can
still be used. This is possible since the computed Nash equilib-
rium strategy contains information about the best action of each
player, intruder included. Hence, each defender can compare
the action performed by the intruder with the computed equi-
librium deducing the intruder objective. This is possible under
the assumption that the intruder is optimizing a cost function
that minimizes the distance toward the desired protected area
and maximizes the distance from defenders as considered in
equation (4). In our solution, defenders solve a game for each
protected areas with the same set of players. The intruder in-
terest on an area is evaluated based on its last k actions (with
k = 10 in our simulations). Intruder’s performed k actions are
compared by the defender with the actions computed for each
performed game in each of the k time steps. The area with maxi-
mum actions correspondence is the one chosen, by the defender,
to be protected. The limited number of evaluated actions k is
motivated by a possibly limited memory and by the fact that, a
priori, the intruder may prefer to change the area to reach as in
our experiments when the intruder is guided by humans.

Based on simulation results reported in Fig. 5, the number of
Nash equilibria is low and it tends to increase with the number of
players. In this set of Monte Carlo simulations, 500 defender ini-
tial positions are randomly selected for each configuration with
assigned number of players N ∈ {2, . . . , 10}. The environment
considered is a free square discretized in 1000× 1000 pixels.
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Fig. 6. Trajectories performed by defenders (blue and black) and intruder
(red), when the intruder objective is the protected area number one.

Fig. 7. Multiple protected areas environment.

Simulation results show that the intruder objective is correctly
estimated after few iterations, 2 or 3 iterations.

Managing multiple protected areas has higher computational
cost than the single protected area case. Indeed, each defender
has to compute the Nash equilibrium of one game for each
protected area. The problem hence requires an appropriated
approach in case of large numbers of protected areas and this is
out of the scope of this letter. Simulation results in case of few
protected areas are reported in next section.

An example of the evolution of the system with two defend-
ers and two protected areas is reported in Fig. 6. The intruder
starts moving toward the blue area, once it enters the identi-
fication disc of a defender (defender 2) it tries to identify the
intruder’s objective. Once identified the desired protected area,
the defenders successfully herd the intruder toward the safe area.

IV. SIMULATION RESULTS

The robustness of the algorithm has been verified with the
use of Monte Carlo simulations. A square environment is cho-
sen, discretized with 1000× 1000 pixels. Each pixels with no
obstacles, represents an available position for the robots. The
scenario on which the approach is validated is composed by
two protected areas (the blue and violet squares respectively of
Fig. 7 and a single safe area (the green square). In a first set

of simulation defenders knows the area in which the intruder
will try to enter while in the second set the desired area is un-
known a priori. Simulations have been performed with different
defenders initial positions.

Nash equilibria are computed with the tool Gambit [25]: a
multi-platform and open-source software. Gambit is a set of
software tools for computation of finite, non-cooperative games.
The solver receives input from defenders and intruder, processes
the players payoff according to the surrounding environment
information, and computes Nash equilibria of the game.

Each simulation returns: success when the intruder enters
the safe area without touching the protected one, failure when
the intruder enters the protected area and deadlock when the
simulation exceeds 1000 iterations. In the following simulations
each robot (defenders and intruder) can choose action in the
set A = {±45◦, 0◦}. Moreover, in order to prevent possible
collisions each agent can limit its own set of actions removing
those that lead to a conflict.

The performance of the approach depends on the Nash equi-
librium solver. Computational cost increases exponentially with
the size of the game (number of defenders, available actions
and number of protected areas). For this reason, software opti-
mization and high computational power are necessary in order
to execute the proposed solution in a more realistic scenarios.
However, the numerical simulations performed on a single core
system, show the applicability of the proposed solution to very
crowded environments with the use of a team of 10 defenders.
Indeed, only the defenders sufficiently close to the intruder are
involved in the game and, in most cases, only three defenders
have been proved to be sufficient to herd the intruder keeping the
other out of the game. Simulations in more complex scenarios
and with a large number of defenders are reported in the video
attached to the paper.2

A. Parameters Tuning

Given the selected scenario, the parameters gain of the cost
function defined in equation (5) has been tuned based on the
motion ability of the intruder and on the considered scenario.
The simulation results of the performance variation (in terms of
successful simulations) with respect to the collision avoidance
gain K1 is reported in Fig. 8 for 30 different missions for each
value of parameter K1 . Low values of parameter K1 correspond
to a low influence of the collision between players (between de-
fenders and between a defender and the intruder) in the cost
function. Hence the intruder may have higher payoff moving to-
ward the protected area also in case of a nearby defender, leading
to a failure in the proposed coordination protocol. On the other
hand, for higher values of parameter K1 , coordination algorithm
success rate increases. However, if too large values of parameter
K1 are chosen the number of deadlock situations increases (yel-
low column) while the number of success decreases. Indeed, a
high weight of the collision avoidance may lead to defenders
keeping a higher distance between each other and from the in-
truder, preventing the defender to reach the virtual barrier and

2https://youtu.be/eS_HjBaNxCQ
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Fig. 8. Mission outcomes for different values of K1 .

Fig. 9. Performance in case of multiple protected areas.

failing in forcing the intruder toward the safe area. Concluding,
tuning of the cost function gains has been achieved experimen-
tally through a series of simulations varying the parameters K1 ,
K2 and K3 following procedure described in [16].

B. Results

To test and validate the proposed tracking and herding solu-
tion, different intruder behaviours may be considered. For space
limitations we report simulation results of the most challenging
scenario that is the case of an intelligent intruder that moves
according to the Nash Equilibrium of the game against the de-
fender.

Fig. 10 highlights the number of iterations necessary for herd-
ing success in case of different number of defenders, when the
parameter K1 is set to 3000, as suggested by results reported
in Fig. 8. It is worth noting that the number of iterations de-
creases when the number of defenders is larger than 1. This fact
responds to the conviction that a coordinated team is able to
complete a mission better than a single defender.

A second set of simulations has been conducted to evaluate
the performance of the intruder objective identification approach
in case of multiple protected areas and a priori unknown intruder
objective. In this case, each of the two defenders is equipped
with the same sensors as in the previous simulations set. A set
of 100 different initial position of each defender is considered.

Fig. 10. Number of iteration for the success of the tracking and herding
mission for different number of defenders.

Comparisons between the performance of the coordination pro-
tocol with or without the intruder objective identification pro-
cedure is shown in Fig. 9. When the identification algorithm
is not used each defender is responsible of one protected area
and creates a different virtual barrier, based on the protected
area assigned to it. In this case, in more than 10% of simulated
missions the defenders fails in herding the intruder. On the other
hand, when identification algorithm is used, defenders are able
to correctly identify the intruder objective and then they cooper-
ate to push intruder towards the safe area. Indeed performance
result increases up to the 100% of success.

The proposed coordination protocol, involving two defenders,
has been finally validated against an intruder piloted by a human
operator. The human intruder behaviour is modeled as a smart
intruder where gains of cost function are tuned as in previous
set of simulations. Experiment results show that every human
operators have not been able to avoid to be herd towards the safe
area (whose position is unknown to them) in the 100% of the
missions. Note that in this case when the intruder collides with a
defender the herding mission is considered a successful mission.

V. CONCLUSION

In this letter a game theoretic coordination algorithm for a
multi–robot system is presented. The purpose of the team co-
ordination is to defend one or more protected areas from an
intruder and then herd it to a predefined safe area. A game theo-
retic approach has been chosen to solve the considered problem.
The proposed framework is independent from the robot kine-
matics and can be used in environments with obstacles. The
coordination between the members of the team of defenders
occurs without any direct communication, thanks to the intro-
duced concept of virtual barriers. In case of multiple protected
area and unknown intruder objective a modified protocol is pro-
posed. The protocols have been tested and validated with Monte
Carlo simulations for different intruder’s behaviour.

As future developments, it would be helpful to determine the
minimum number of defenders necessary to successfully herd
the intruder. Finally, the short prediction horizon used in the
proposed game theoretic protocol could be relaxed to possibly
improve performance.
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