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Abstract—The analysis of cognitive and autonomic responses defined time intervals and subjected to spontaneous remsssi

to emotionally-relevant stimuli could provide a viable soltion
for the automatic recognition of different mood states, boh in
normal and pathological conditions. In this study, we preset a
methodological application describing a novel system badeon
wearable textile technology and instantaneous nonlinear dart
rate variability (HRV) assessment, able to characterize thk
autonomic status of bipolar patients by considering only EG
recordings. As proof of this concept, our study presents results
obtained from eight bipolar patients during their normal daily
activities and being elicited according to a specific emotital pro-
tocol through the presentation of emotionally relevant pit¢ures.
Linear and nonlinear features were computed using a novel gat-
process-based nonlinear autoregressive integrative moldend
compared with traditional algorithmic methods. The estimaed
indices were used as the input of a multilayer perceptron to
discriminate the depressive from the euthymic status. Redis

show that our system achieves much higher accuracy than the

traditional techniques. Moreover, the inclusion of instartaneous
higher order spectral features significantly improves the acuracy
in successfully recognizing depression from euthymia.

Index Terms—Bipolar Disorder, Mood recognition, Heart Rate
Variability (HRV), Point Process, Wiener-Volterra Model, High
Order Statistics, Bispectrum, Nonlinear Analysis, Wearalte sys-
tems, Wearable Textile monitoring.

[. INTRODUCTION
A. The Bipolar Disorder

Bipolar disorderis one of the most diffuse psychiatric
disorders in the western world. It has been demonstrated t
more than two million Americans have been diagnosed wi
such a mood alteration [1] and, in 2005, about 27% of the ad
European population, from 18 to 65 years of age, is or h
been affected by at least one mental disorder [2]. In gener,

bipolar patients can experience different types of mood
terations, generally defined apisodestypically limited over
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or relapses. Four possible episodes are generally dedcribe
depression, mania, hypomania (a less severe form of mania)
and mixed state. When the subject undergoes a remission
phase, clinicians refer to his condition esthymia

During depressive episodes, sadness and desperation are
often the most prominent symptoms, although different othe
complain are present, including cognitive complaintsgisui
dal thoughts, or somatic symptoms like gastrointestinat,pa
sexual and urogenital disorders. Neurovegetative symgtom
such as loss of appetite and insomnia may be present as
well. Patients might also experience pathological ideasetf
pity and guilt, which might grow towards delusional states.
During mania (and hypomania), a pathologically increased
physical and mental activity causes loss of attention,cédu
of the necessity to sleep, and an increased speed of the
stream of thoughts that eventually leads to incoherences Th
the subject is often hyperactive but often without specific
purposes. Moreover, (hypo)mania is often dominated by a
feeling of an excited mood with the idea of grandiosity and
hypertrophic self-esteem. In mania (but not in hypomania)
such feelings might become delusional with a progressive
detachment from the objective evaluation of external world
Mixed-state is characterized by the contemporary presefice
depressive and maniac or hypomaniac symptoms (e.g. patient
can have delusions of grandiosity but also have thoughts of
uilt, can have motor retardation but increased speed af the

ughts). Generally, a diagnosis of mixed-state is matieeif

tient fulfills at the same time the criteria for (hypo)n@mi

d for depressive episode. In between these episodemizati

ically experience periods of relatively good affectival-

ce (euthymia). Although remissions happen in the natural
istory of bipolar disorders, this condition is often fosig by
treatments (both pharmacological and not-pharmacolfjgica

Bipolar disorder is a chronic disease: even if a period
of remission could occur, bipolar patients manifest epésod
of mood alteration for decades. Despite its prevalence and
high cost of treatment [1], this disease may go undetected
for years before diagnosed and treated. Patients with mood
disorders might experience a heterogeneous pattern of-symp
toms which might be present even during euthymic periods as
sub-threshold mood alterations. Moreover, the phenonoggyol
and severity of the symptoms, the number and duration of
the episodes as well as the time interval between them are
often not consistent among subjects. Another open issue in
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diagnosing bipolar disorders as well as the great majofity that is able to instantaneously assess the patient's matal st
mental disorders is that symptoms are assessed by ratileg scdo our knowledge, this approach provides a novel paradigm
both administered by clinicians and self-completed byguasi. in the literature of psychiatric disorders. The core of the
So far, neither biological markers nor physiological ctates model is the definition of the inter-beat probability furcti
were found to be specific and sensitive enough to be usedpredict the waiting time of the next heartbeat, i.e. the R-
for clinical purposes [3], [4]. In this preliminary studyyé wave event, given a linear and nonlinear combination of the
patients were monitored over a period of up to 90 days apdevious events.
experienced only depressive and euthymic episodes. Olir goaThe use of the point process theory allows for a fully
therefore, at least within this early acquisition phasefois parametric structure analytically defined at each moment in
discriminate depression from euthymia. In the next sectioiime, thus allowing to estimate instantaneous measurds [27
we will describe a novel system able to robustly distinguigi39]-[45] without using any interpolation method. It hashe
depressive from euthymic episodes in bipolar patients bygus demonstrated that the Inverse-Gaussian (IG) distributieth
wearable textile technology and taking inspiration frone thcharacterizes the inter-beat probability function [39Ham
mathematical theory of nonlinear dynamical system. particular, a linear [39] and nonlinear [27], [42], [43],9}
combination of the past events has been previously taken int
account.These methods have been demonstrated to provide a
faster and more accurate time-varying assessment than othe
Previous studies on bipolar disorders highlighted changsiftling window beat-to-beat based methods [40]this study
in several physiological systems including sleep (as etatll we propose an improvement of the model by defining a
both with EEG and behaviorally) [5]-[7], circadian heartera nonlinear combination of the derivative series of past &en
rhythms [8], [9], cortisol dynamics, [10]-[12], as well asThe resulting quadratic Nonlinear Autoregressive Inttégea
autonomic nervous system (ANS) functionality [13], [14h&© (NARI) model improves the achievement of stationarity [46]
important criterion for the inclusion of bipolar patients i and consequently improves system identification. This powe
studies involving ANS monitoring is their full complianceétiv  ful approach further considers an equival&ft-order input-
the required recording procedures. There are also semsihutput Wiener-Volterra model, allowing for the instantans
issues in trying to avoid any possible stigmatization due tsstimation of the high-order polyspectra [47], such asdiisp
participation. For these reasons, wearable, comfortatlleia- trum and trispectrum [48]. Along with mathematical and mod-
obtrusive systems, e.g. sensorized t-shirts [15]-[22]loves  eling reasons, such a nonlinear model is also physioldgical
[23], [24], are strongly recommended. justified. Cardiovascular control mainly refers to the siimg
Mood has been defined as a long-lasting, diffuse affectiog the sympathetic and parasympathetic nerves contraifiag
state that is not associated to a specific trigger [25]. [sacemaker cells in a nonlinear way [49].
turn, emotions are considered transient, acute and agusinin this study, we validate the engagement of the nonlinear
responses to specific stimuli. It is well-known, howeveatthterms of the model by performing a comparative analysis
mood status affects the normal emotional response, and @@monstrating how the inclusion of instantaneous highgeror
this reason a possible assessment approach is to study sihéctral (HOS) features indeed improves the accuracy and
physiological variations provoked by external affectivées reduces the uncertainty (variance) in recognizing ANS de-
(e.g. [26]-[33]). Specifically, paradigms based on emationpressive patterns. We further compare results from standar
reactions have been proven to be widely able to differemtiainalysis with those obtained using the novel model proposed
among different mood states both in normal [34] and pathologere. Data were collected within the European funded projec
ical conditions [35], [36]. Therefore, in this study, we f@c PSYCHE whose goal is to discover possible correlations
on the ANS changes induced by emotional-related tasksjgtween the patterns of physiological/behavioral signd an
bipolar patients. According to the above psychophysi@algi mood fluctuations over short- and long-term monitoring (see
considerations, it is reasonable to represent the carsbol@ details in paragraph 1I-A). This project proposes a novel ap
system as a nonlinear dynamical system and study it Byoach for bipolar disease management based on the paradigm
means of “perturbation” analysis, meaning that the analshat a quasi-continuous monitoring in a natural environtmen
sis will take into account observations during initial séab provides parameters, indices and trends that will be used to
conditions (i.e. during rest) and after fast perturbatiirss, assess mood status, support patients, predict and atgicipa
emotional elicitation). Hypothesizing that the ANS res@®n treatment response in its early phase, prevent relapsecand t
with different time-varying heartbeat dynamics accordtog alert physicians in case of a critical event.
the patient's mood state, computational tools able to disce
rapid dynamic changes with high time resolution are the
best candidates for providing optimal assessments. Fer thi [I. MATERIALS AND METHODS
purpose, standard _heart. rate var|ab|!|ty (HR.V) anaIyS|_s R The PSYCHE Project and the Wearable Monitoring Plat-
not recommended since it would require relatively Iongetlm]c
intervals of electrocardiogram (ECG) acquisitions [338]
and would be unable to detect instantaneous variations. Tdata used in this study were collected within the Euro-
overcome these limitations, we propose a novel stochagtiean project PSYCHE (Personalised monitoring SYstems for
model of heartbeat dynamics based on point-process the@are in mental HEalth), which is funded in the Seventh

B. Analysis of Cardiovascular Dynamics in Bipolarism
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Framework Programme (FP7). The PSYCHE system [15ptatform, evaluated through the analysis of data gathewed f
[18] comprised a personal, pervasive, cost-effective,raalli- the sensorized t-shirt, has been verified in our previowtiestu
parametric monitoring system based on textile electrodes g16]-[19]. However, it is worthwhile mentioning that more
portable sensing devices for the long-term and short-tettran 90% of HRV and respiration activity signals recorded
acquisition of data from an homogeneous class of patiemhsring long-term monitoring (about 18 hours) was artifact
affected by mood disorders. Currently, several physiaialgi free [17]. Such a high reliability is achieved through sfieci
signals as well as behavioral parameters are taken intaiatcananufacturing choices. In particular, the use of dry textil

as part of the PSYCHE project (e.g ANS-related signs, voideased electrodes provides comfort and reduces the rate of
activity index, sleep pattern alteration, electrodermeaponse, evaporation reaching electrochemical equilibrium betwie
biochemical markers). The core sensing system of the grojeskin and electrodes after a couple of minutes. Therefore, th
the PSYCHE platform developed by Smartex S.r.l., consists signal quality is remarkably improved and kept as constant a
a comfortable textile-based sensorized t-shirt that isesidbd possible. If the contact with the skin is not good due to size,
with fabric-based electrodes and acquires ECG, respiratithe quality of the signals cannot be adequate for obtaining
signals, and body activity (accelerometers). Figure 1 shomeaningful values. To avoid this problem, a preliminaryathe
the wearable system prototype that employs textile eldeso on the quality of the data is done using available shirts with
to detect the ECG and piezoresistive sensors to acquire thifferent sizes before giving the system to the patiente Th
respiration signal. In addition, a three axial acceler@netshirt was designed for females and males and was made
embedded into the system tracks the movement. The PSY Cblitelastic fibers that allow for tight adhesion to the user’s
platform is able to continuously acquire physiologicaladatbody, piezoresistive fibers to monitor fabric stretchingda
stored in a Micro SD card for up to 24 hours, using aonsequently respiration activity), and metallic fibersttieal
lithium battery. The ECG is acquired by using a single leao create fabric electrodes to monitor the ECG.

configuration, 250 Hz of sampling rate and 16 bits of analog-

to-digital conversion resolufuon_. A use_r-fnendly d_ewsech . B. The Autoregressive Integrative Identification System

as a smartphone for monitoring environmental information
such as light, temperature and noise complete the PSYCHENStantaneous nonlinear heartbeat dynamics can be pre-

platform. dicted taking inspiration from the nonlinear system idiécd
tion theory, and in our case through the following Nonlinear
Piezoresistivefabricsensorfor Embedded Autoregressive Integrative (NARI) form:
respiration monitoring mbe ,e
Electronics M

Ely(k)] =y(k—1)+70 + »_ m(i) Ay(k —i) +
=1

© M M n
D2 > i i) [T Auk =) (@)

n=2 i1=1  i,=1

where Ay(k — i) = y(k — i) —y(k —i— 1) and Ay(k —
j)=ylk—j)—y(k—j—1), nis the degree of nonlinearity
and M is the order, i.e., the number of past samples taken
by each termThe autoregressive structure of (1) allows for
the system identification with only exact knowledge of the
output data and with only few assumptions about the input
data. Here we represent the non-linear physiological syste
by using nonlinear kernels up to the second order, Y.
~1(%), andvz(i, 7). This choice of a second order NARI system
retains an important part of the non-linearity of the system
In order to complete the nonlinear system identifications it

Another novelty of the PSYCHE platform is the number of€cessary to link the NARI model to a ‘generall input-output
features estimated by a wide range of signal processing teffM- By defining the extended kernefg(i) and (i, j) as

Textile Electrodes for
ECG monitoring

Fig. 1. A prototype of the PSYCHE Wearable Platform

nigues, as opposed to previous studies carried out on his to 1 it i—0

[5]-[9] where only a few parameters were included. Extrdcte 1 (i) = { o . (2)
from linear and nonlinear methods, these features will be () fl<i<M

investigated for finding possible relationships betweepsph Lo 0, ifij=0Ai+j<M 3
ological signs and mental disorders. This approach ineseas 72(i:J) = (i, j) F1<i<MALI<j<M )

the sensitivity and the specificity of the system functidyal
and, as a consequence, the success rate. In this work we fdatispossible to map a quadratic NARI model to an n-th order
on novel linear and nonlinear features of heartbeat dyramioput-output model [47]. After the input-output transfation
which are crucial for the assessment of the depressivesstatfl the kernels, the choice of a second-order autoregressive
in bipolar disorderThe reliability of the PSYCHE wearable model allows evaluating all the High Order statistics (H@E)
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the system, such as the Dynamic Bispectrum and Trispectreonsidering that the derivative RR interval series impsove
[50], [51]. In the following sections we report the definitio the achievement of stationarity within the moving time win-
of the point-process framework of the heartbeat dynamgs, dow W (in this work we have chosefl/ = 70 seconds)
well as mathematical details on the derivation of the n@adin [46], [52]. Since urg(t, Ht, £(t)) is defined in continuous

kernels and of the HOS tools. time, we can obtain an instantaneous RR mean estimate
_ at a very fine timescale (with an arbitrarily small bin size
C. NARI-based Point-Process Models A), which requires no interpolation between heartbeat ar-
To mathematically explain the point process framework, thival times. Given the proposed parametric model, the non-
following definitions are needed: linear indices of heart rate variability (HRV) will be de-
« t € (0,T): the observation interval. fined as a time-varying function of the parametéfs) =
e 0<u; < - <wup <upyrr < - <ug <T:the times [€0(t), 90(t), 91(0,%), ..., 91(p, 1), 92(0,0,1), ..., g2(4, j, )]. The
of the R-wave events. unknown time-varying parameter vectgft) is estimated by
e N(t) = max{k : u; < t}: the sample path of the means of a local maximum likelihood method [39], [53].
{u;}7_, counting process. Briefly, given a local observation intervél — [, t] of duration
. dN(g)T differential of N(¢). dN(¢t) = 1 in case of I, we consider a subséf,,., of the R-wave events, where
heartbeat even'dN(t) = (0 otherwise. m = N(t—l)+1 andn = N(t) and, at each tlme we find the
o« N(t) = lim,, N(r) = max{k : ux < t}: left unknown time-varying parameter vect§ft) that maximizes
e RR;j = u; —u;_; > 0: the j** RR interval. i
Given such definitions, and assuming th&R; = LE®R) | Upin) = Z Wt — ups1)
f(RR;-1,RR;_2,...,RR;_,) (history dependence), the prob- ki P—1
ability distribution of the waiting time — «; until the next oo
R-wave event follows an inverse Gaussu’;m1 model [39]: log [f (uk+1 |7'luk+1a5(t))] + log F (7| Ha, £(1) dr
go(t) 2 t—un
t ) =|——"—
Flttte6(0) = | 5o ©

L&)t — uj — prr(t, He, £(1))]? @) wherew(7) = e®" is an exponential weighting function for
X exp D) prr (t, He, E(8)2(E — uy) the I_oc_al likelihood. We_us_e a Ne_:wton-Raphson procedure to
o ~ ) ) maximize the local log-likelihood in (6) and compute thedbc
with j = N(t) as the index of the previous R-wave evenf,ayimum-likelihood estimate of(t) [53]. Because there is
before timel, H; = (u;, RR;, RR;j—1, ..., RR;j-ar41).£(1) the  gignificant overlap between adjacent local likelihood s,
vector of the time-varing parametefs (¢, 7, {(¢)) the first- e start the Newton-Raphson procedure with the previous
moment statistic (mean) of the distribution, agglt) > 0 |5cal maximum-likelihood estimate at tinte- A, whereA de-
the shape parameter of the inverse Gaussian distributi@fes the time interval shift to compute the next parameter up
Since f(t|H, £(t)) indicates the probability of having a beatyate The model goodness-of-fit is based on the Kolmogorov-
at time ¢ given that a previous beat has occurredwdl gmimoy (KS) test and associated KS statistics (see détails
pre(t, He, €(1)) can be interpreted as the most probabiggy) Moreover, autocorrelation plots are considerees the
moment when the next beat could occur. The use of Yyenendence of the model-transformed intervals [39].éOnc
inverse Gaussian distributiofi(t[#,, £(¢)), characterized at o order{p, ¢} is determined, the initial NARI coefficients are
each moment in time, is motivated both physiologically (thgstimated by the method of least squares. In order to provide
integrate-and-fire initiating the cardiac contractionl)#hd by gjiaple results, the HRV processing techniques requiig-un
goodness-of-fit comparisons [41]. In previous works [481][  terrupted series of RR intervals. Nevertheless, peak tietec
the instantaneous mearkr (t, #,(t)) was expressed as agrrors and ectopic beats often determine abrupt changés in t
linear combination of present and past R-R intervals (im&r g_g interval series that may result in substantial devietiof

of an AR model) and as a quadratic nonlinear coupling @fe HRv indices, especially in changes in the dynamics. In
the heartbeat dynamics, based on a nonlinear Volterra#hieqygiion, they could potentially bias the statistical autes.

expansion [42]. Here, we propose the novel NARI formulatiofherefore, we preprocessed all the actual heartbeat déta wi
based on eq. 1 that allows us to define the instantaneous g%reviously developed algorithm [54], also based on point

mean as. process statistics, able to perform a real-time R-R intear
detection and correction.
prr(t, He, E()) = RRg, +7
P
+ Z 1 (i, 1) (RRﬁ(t)ﬂ. - RRN(t)ﬂ;l) D. Instantaneous Cardiovascular Assessment: Quantéativ
i=1 Tools
q q . .
. Our framework allows for three levels of quantitative char-
RR % - — RR % L T . .
+ ; ; Y2(4, j, 1) ( (t)—i R(t)—i-1) acterization of heartbeat dynamics: instantaneous tiomeaih

estimation, linear power spectrum estimation, and higheéero

% (RRJV(t)—j _RRJV(t)—j—l) ®) spectral representation. The time-domain characteoizas
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based on the first and the second order moments of thdnstantaneous Spectral and Bispectral Analysie lin-
underlying probability structure. Namely, given the timeear power spectrum estimation reveals the linear mecha-
varying parameter sef(t¢), the instantaneous estimates ohisms governing the heartbeat dynamics in the frequency
mean R-R, R-R interval standard deviation, mean heart raimain. In particular, given the input-output Volterra kels

and heart rate standard deviation can be extracted at ea€lthe NARI model for the instantaneous R-R interval mean
moment in time [39]. Front(t) it is also possible to derive urr(t, H:, £(t)), we can compute the time-varying parametric
instantaneous quantitative tools such asstHeorder spectral (linear) autospectrum [46] of the R-R intervals:
representations. To summarize, the necessary steps are the

following: Q(f,t) = 2(1 — cos(w))Sua (f, ) Hi (f, ) Hi (— £, 1)
1) From the nonlinear kernels,(...) find the extended 3 _
o e ™ o [ Half. o= 2 0Sua(at)l (10)

2) Compute the Fourier transforny,(...) of the kernels where S, (f.t) — oZq. By integrating the (10) in each

() frequency band, we can compute the indexes within the ver
3) Compute the input-output Volterra kerndlg, (...) from Iom?frequyency K}LF _ 0.01_0184 Hz), low frequencyL = y

the_F;l(...) of gje autoregressive model. . 0.04-0.15 Hz), and high frequenc ¥ = 0.15-0.4 Hz) ranges.
4) Estimate the,™-order spectra sugh as the mstantaneous.l_he higher order spectral representation allows for the
spectrumQ(f, ) and bispectrunis(f1, f2,1). consideration of statistics beyond the second order, and
Estimation of the Input-Output Volterra Kernel#&s men-  phase relations between frequency components otherwise su
tioned above, the model quantitative tools are defined B)‘essed [48], [58]. Higher order spectra (HOS), also known
means of the traditional input-output Wiener-Volterra fliee a5 polyspectra, are spectral representations of higheer ord
cients. They are related to the the Volterra series expamsid = statistics, i.e. moments and cumulants to the third-order a
the Volterra theorem [535]. In functional analysis, a Vaiger peyond. HOS can detect deviations from linearity, statiyia
series denotes a functional expansion of a dynamic, namlingr Gaussianity. Particular cases of higher-order spestthe
and time-invariant function and has been widely used jrd-order spectrum (Bispectrum), i.e. the Fourier tfans
nonlinear physiological modeling [56], [57]. The quadeatiof the third-order cumulant sequence [58]. As detailed Wwelo
NARI model can be linked to the traditional input-outpuBjspectrum is defined from the Volterra kernel coefficients
\olterra models by using a specific relationship [47] betWe&stimated within the point process framework. L& (f)
the Fourier transforms of th_e Volterra kernels of order zng Hy(f1, f2,t) denote the Fourier transform of the first
Hp(f1,..., fn), and the Fourier transforms of the extendegng second-order Volterra kernel coefficients, respdytivae
NAR kernels,I'} (f1) and I'y(f1, f2). In general, a second- gnaytical solution for the bispectrum of a nonlinear syste
order NARI model must be mapped in a infinite-order inputesponse subject to stationary, zero-mean Gaussian isput i

output Volterra model [47]: [59]:
S S ity oty s+ Bis(f1. fo.1) = 2Ha(f1+ fo. — fou ) Hy (— i — fo, O H (fo. 1)
e xSua(fr+ o, 00Sza(fart) + 2Ha(fi + fon —f1.1)
foa+2)s - fo(o-1) T fo(p) X Hy(—=f1 = fo, ) Hi(f1,0)Sea (f1 + f2,1)Sea(f1,1)
xTi(foy) - T1(forr) FOHy (= fr, — fo, )V HL(f1, O HL (fo, 1)
XUy (fo(rr1)s fotra2) - To(fa(o-1)s foip) =0 %S (f1,1)Sua (f2, 1) (11)

where p is a given integer representing the kernel ordethe dynamic bispectrum is an important tool for evaluating
mid(p) = [p/2], r = 2k — p and g, is the permutation set the instantaneous presence of non-linearity in time sl

of N,. Obviously, there is the need to truncate the series [§0], [61]. Since the bispectrum presents several symmetry
a reasonable order for actual application. In this work, Weroperties [58] dividing the f1, f2) plane in eight symmetric
chose to model the cardiovascular activity with a cubic thpuzones, for a real signal it is uniquely defined by its values
output Volterra by means of the following relationshipstwitin the triangular region of computatio, 0 < f; < fo <

the NARI: fi + fo < 1. The sympatho-vagal linear effects on the
1 HRV are mainly characterized by thieF and HF spectral

Hi(f) :Fﬁ(f) @) powers [37], [38]. Through bispectral analysis it is poksib
T, (f1, f2) to further evaluate the nonlinerar sympatho-vagal inteyas

Hs(f1, fo) = = Hi(f1+ f2) (8) Dby integrating|B(f1, f2)| in the appropriate frequency bands.

- TL(fOTA(f2)

_ L% (fos(1)s fos(2))
HB(fla f27 f3) - 6 g Fll (fas(l)) Fll (fa,%(Q))

X Ha (foy1) + fos2)s fou(3)) )

LL(¢), LH(¢), andHH(¢) to obtain three bispectral measures:

[

.150.15

0
LL(t) = / / BiS(fl, fg,t)d/fldfg (12)

0.04 0.0
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0.15 0.4 TABLE |
' . CLINICAL LABELS ASSOCIATED TO EACH PATIENT DURING EACH
LH(t) = / / Bis(f1, f2,t)df1df> (13) ACQUISITION
0.040.15 [ ID [ ACQ.1] ACQ.2] ACQ.3 ] ACQ.4] ACQ.5]
0.4 0.4 BP1 Euth
. BP2 Depr
0.150.15 BP4 Depl’ Depl’

. . - . BP5 Depr Depr Depr Depr Euth
Equations 12 and 13 can be interpreted as indices of nonlinea —Bpg [ Depr Depr Euth

interaction between the sympathetic and the parasympathet [ BP7 | Depr Euth
system, whereas Eq. 14 can be exclusively attributed to [ BP8 | Depr Euth
nonlinear vagal dynamics.

E. Classification absence of relevant somatic or neurological conditiongail3e

The performance of the recognition of depressive and €@f patient acquisitions and a'_ssocigted mood states argedpo
thymic patterns was evaluated using a confusion matrix.[62] Tab. I. Patients were studied with an average frequency of
The generic element;; of the confusion matrix indicates 2 times & month. Each patient was evaluated and monitored
the percentage of times a pattern belonging to the cldss from the day of_ the hospital admi_ssmn toward remission, i.e
classified as belonging to the clagsThe training phase was Until the reaching of an euthymic state as long as such a
carried out on 80% of the feature dataset, i.e., using no |&@ndition was presented within 3 months after the first visit
than 16 minutes for each acquisition, while the testing pha8!l clinical states were evaluated by clinicians accordiog
was on the remaining 20%, i.e., using no less than 4 minuf@sM-IV-TR criteria [65]. In this way four possible clinical
for each acquisition. We performed a 40-fold cross-vaiaat Mood labels (depression, hypomania, mixed-state, and eu-
procedure [63]. In particular, for each of the 40 validatioHyMic state) were assigned. The mood label associatedo ea
steps, the examples associated to the training and testingP&tients evaluation was assigned independently with céspe
are randomly chosen among all the available examples dh§ Previous ones. Euthymic state i.e. clinical remissias w
results are described as mean and standard deviation am@@gned by having a score below threshold on a quantitative
the 40 confusion matrices obtained. This procedure allaws RSychopathological rating scale (for depressive sympioms
obtain unbiased results on the recognition accuracy. score below 8 on the 16-item Quick Inventory of Depressive

Multi-layer perceptron: We adopted the Multi-Layer Per- Symptomatology Clinician Rating and for manic symptoms
ceptron (MLP) [64] with the Integrate-and-Fire neuron modécore below 6 on the Young Mania Rating Scale). The same
for the representation of the relations between input atputu thresholds were also used to define a change in mood state. No
values. We trained it by implementing a supervised Iearnirv%ta selection criteria were used to choose the time window.
method, i.e. input and output values are specified and tRBYSician presente_d the_ study to_each patient. Beforeiegter
relations between them learnt. Specifically, in the tragnirthe study, each patient signed an informed consent apphyved
phase, for each data record, each activation function of tHe ethical committee of the University of Pisa. Once erdll

artificial neurons is calculated. The weight; of a generic the patients were administered a set of questionnaires and
neuroni at the timeT’, for the input vector® = f%,, ..., f¥,.is rating scales in order to assess the current mood. Clirscian
’ n nlr = Jn

modified on the basis of the well-established back propagati@Ssociated a mood label in agreement with one of the five
of the resulting error between the input and the output wlu®0Ssible defined mood states: euthymia, depression, mania,
The response of the MLP is a boolean vector: each elem&¥Pomania, mixed-state.

represents the activation function of an output neuronhis t

work, we implemented a MLP having three layers of neurong: affective Elicitation Protocol

input, hidden, and output layers. The input layer was formed _

by 7 neurons, one for each of the feature space dimensionl.Datlents B_Pl’ B_P_Z’ BPS’ BP4, and .BPS underwe_nt a ded-
The hidden layer was constituted by an empirically estighat cated affective elicitation protocol which started witivat,

number of neurons. Specifically, we chose this number as th§ Minutes phases in resting state with eyes closed and

upper limit of the half difference between the number of thgPen- Subsequently, passive (IAPS, International Afvect

input and output neurons, i.e. 5. The output layer was form pture Syste_m [66)), Ias_ting for six minut_es, and active
by 2 neurons, one for each of the considered classes to paT. Thematic Apperception Test [67]), lasting for at leas
recognized two minutes, visual stimuli were administered. Finally, in

order to provide a common point of reference, patients were
asked to recite a paragraph from the Universal Declaration o
) - ) Human Rights lasting two more minutes. The IAPS database
A. Recruitment of eligible subjects consists of hundreds of pictures tagged by specific emdtiona
Bipolar patients eligible for this study were chosen aceordatings in terms of valence, arousal, and dominance. The
ing to the following criteria: age 18-65, diagnosis of bigiol protocol implies a slideshow of pictures having two classies
disorder (I or 1), absence of suicidal tendencies, absaifcearousal, either minimum or maximum, and random valence,
delusions or hallucinations at the moment of recruitmend, aranging from unpleasant to pleasant. After IAPS elicitatio

IIl. EXPERIMENTAL PROTOCOLS



IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS 7

TABLE Il
RESULTS FOR THE INTRASUBJECTEUTHYMIA -DEPRESSION
Closed fumy Opened gl LAPS gl )7 eyl Neutral DISCRIMINATION
Eyes (5 min) Eyes(5min)[ i | (6min.) Reading

BP4 Derivation ACQ1 (Depr) ACQ?2 (Depr) P-val
Rest Phases Affective Elicitation wrr(ms) L-NL 734.46-15.94 655.34.5.92 <10 ©
> orr(MS) L-NL 146.39:67.50 39.86:7.62 < 10°°
to ~20 LF(ms?) L 197.54+186.57  23.98:18.67 < 10~©
minutes HF(ms?) L 53.42+30.45 18.479.49 < 107°

LF/HF L 3.164+2.86 1.29:1.16 > 0.05
6 —6
Fig. 2. Timeline of the Affective Elicitation Protocol. iz((lloos)) Et gg:ifégg:g; %zigiig z 18—6
HH (10%) NL 121.09+64.45  124.6471.65 < 10°°

P-values are obtained from the Rank-Sum test.

the patients were asked to describe several TAT images. The

TAT, a projective psychological test, is supposed to tap the

subject’s subconscious and reveal repressed aspectssohper IV. RESULTS
ality, motives and needs for achievement, power and intymac
and problem-solving skills. However, in this protocol, th
pictures were only used to elicit spontaneous comments fr

For each subject, the NARI model was applied to the
gﬁrﬁ% series detected from the recorded ECG. The optimal

model order was chosen by means of the Akaike Information

E)t:‘ettﬁ):t'::)r::/.p(i?:wrztse,a?:?:;?((jei%Ifontc:w:tizcli?ergg’a gﬁgig;fge Lé:riterion (AIC) [39] applied to the first 5-min RR recordings
The AIC analysis indicated < p < 8 and1 < g < 2

text/picture stimuli were always proposed in the same order . .
b o yS prop . as optimal orders. All the KS distances wete 0.06 and
A schematic timeline of the experimental protocol is shown 0 . . o
in Fig. 2 no less than 97% of the autocorrelation points were inside
T the boundaries. The linear and nonlinear indices, degtiibe
section 11-B, were evaluated for all available recordingke

C. Unstructured Activity instantaneous identification (5 ms resolution) was avetage

In order to study the capability of the proposed NARWithin a time window_of 1 second. Representative tracking
methodology in generalizing the recognition of depressiy&Sults are shown in Fig. 3 for BP1 (Euthymic phase, top) and
and euthymic patterns of bipolar patients on the experiaienBP2 (Depressive phase, bottom).
protocol, we further studied three bipolar patients (BPg, A preliminary statistical analysis was performed in order t
BP7, and BP8) who were asked to wear the PSYCHE wearaBKaluate the intra-subject contribution of each featutatis
monitoring platform at all times until the battery ran outtical inferences were performed to test the null hypothesis
i.e. approximately 18 hours. Therefore, there was no need/t significative differences occurring among different moo
particular experimental conditions as the patient was feee States. Such analyses were performed on patients undgrgoin
perform normal activities. Here, we analyzed a smaller part the affective elicitation protocol and having more than one
these long term acquisitions in order to study the same amo@fquisition, i.e., BP3, BP4, and BP5. First, the whole featu
of data with respect to the first affective elicitation prcab  Pattern (linear and nonlinear) was treated as multivadéte
Therefore, no less than 20 minutes of heartbeat dynamfg§ution and tested by means of non-parametric multivaria

gathered during unknown (unstructured) activities wekerta analysis of variance ((pMANOVA). Such a test revealed stati
into account. tical differences among acquisitions for all the three gxas

(BP3:p < 1075; BP4: p < 0.005; BP5: p < 107°%). No
significant conclusions can be drawn from this analysisctvhi
is therefore insufficient for an effective discriminativask.

We analyzed eight bipolar patients having depressive aAd a consequence, further monovariate statistical analyse
euthymic states. ECG was acquired by using the PSYCHhere performed to evaluate the difference among acquisitio
platform and RR interval series were extracted and analyzied each of the extracted features. Non-parametric Kruskal
by the NARI model to obtain the cardiovascular indices. Thelvallis and Rank-Sum tests were used to investigate the-inter
a set of features extracted from the linear and the nonlinearbject variability among the 5 acquisitions of BP5 and the
kernels was used to implement the automatic mood-trackidgacquisitions of BP3 and BP4, respectively. These results
system. Experimental results are shown in terms of stzdistiare summarized in Tables Il, lll, and IV. All of the features
inference and confusion matrices [62]. A comparative studpming from the linear (L) and nonlinear (NL) coefficients
considering the same features extracted using standanmdlsigvere taken into account. We obtained significative p-vaines
processing techniques was further perform€thssification all cases but thé F'/ H F' ratio of BP4. Remarkably, this is the
performances encompass both experimental protocols only patient having more than one acquisition with the same

We considered the median values over the estimated meod label. Moreover, an inter-subject analysis was paréar
stantaneous time series according to the protocol timefiile to reveal the mood pattern, which would be in common among
ranges reported in this work are expressed as median andoasients. Discrimination of the mood states was performed
respective absolute deviation (i.e. for a featufe we report using the well-known MLP Neural Network [64]. All results
Median(X) £ MAD(X) where MAD(X) = Median(|X — are expressed in the form of confusion matrix, after 40-fold
Median(X)[)). cross validation.

D. Analysis Overview
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TABLE I
RESULTS FOR THE INTRASUBJECTEUTHYMIA -DEPRESSIONDISCRIMINATION

BP5 Derivation ~ ACQL1 (Depr) ACQ2 (Depr) ACQ3 (Depr) ACQ4 (Dpp ACQ5 (Euth) P-val
prr(mMSs) L-NL 708.46t6.47 764.0%11.47 733.6%£13.94 660.9514.45 590.86:6.93 < 10~ 9
orr(mMs) L-NL 31.82+7.07 47.1313.09 84.59-29.12 22.745.82 15.283.67 <106
LF(ms?) L 21.56+15.29 40.86:34.84 28.49-27.96 2.38:2.05 1.51-0.89 <106
HF(ms?) L 12.374-7.88 23.4112.32 36.28:18.85 6.88-3.11 4.75:2.17 < 10~6
LF/HF L 1.014+0.81 1.60:1.29 0.69:0.65 0.406:0.30 0.41%0.21 < 10~6
LL (10%) NL 10.32+:8.94 42.85-36.54 29.73-26.34 2.85-2.05 1.23-0.76 <106
LH (10%) NL 28.20+20.06 61.7844.17 73.22-50.80 17.84:11.98 5.43-3.46 < 10~6
HH (10%) NL 104.2A468.47 117.1%75.44  140.95:81.53 90.8%54.20 31.8%16.26 < 106

P-values are obtained from the Kruskal-Wallis test.

TABLE IV
RESULTS FOR THE INTRASUBJECTEUTHYMIA -DEPRESSION
DISCRIMINATION

BP3 Derivation ~ ACQ1 (Depr) ACQ2 (Euth) P-val Rest Phases Affective Elicitation
R R(MS) L-NL 632.61-9.44 628131884 <10 ° « 5 _—
orr(MS) L-NL 304.79£97.86  237.73:10425 < 107° £ E 600 - ' MM i
LF(ms?) L 11.45+10.14  104.7#86.99 < 1076 o 200 ‘ ‘ | ‘ ‘ . :
HF(ms?) L 42.69£21.98  107.08:53.63 < 107° 3cr§’ 15}
LF/HF L 0.27+0.23 0.99:0.75 <10°¢ = ‘ . : s ; w =
LL (10%) NL 3.9242.92 35.54:27.75 < 107° L 2000} ] J .,\_,JA\MJJ ]
LH (10°%) NL 12.61+9.88 83.34-4859 < 10°° - 0 ‘ ‘ ‘ ‘
HH (10%) NL 67.53+48.78 136.46:73.80 < 1076 W ‘ ‘ ‘ ‘ ‘ ‘
P-values are obtained from the Rank-Sum test. T 1000 A‘ n M 1
W 0 - = i . ‘ ‘ :
AT
. . .. . — f L L L
For each experimental protocol (affective elicitation an — 0 ‘ ‘ ‘ T ‘
unstructured activity), we compared the MLP accuracy k=3 g 10f I “M ” !l! ]
creating two feature sets. The first set, is composed by . ° i
wrr(t,Hi,£(t)), orr, and the spectral indices LF, HF, ancS S450- ]\ me . | " m -
LF/HF. In other words, the feature setcomes from the linear L 0
. . o =
terms of the model. The second sgt,includes the nonlinear T = (1) LA,L;L
LL, LH, and HH indices which will be joined to the set for 0 300 600 900 1200  Time[s]
future evaluations. Rest Phases Affective Elicitation
700
£ 600
A. Affective Elicitation Protocol 500 — : : : g \ \ \ ]
. e . Sr
In this paragraph, the results of the classification usir & 3l WW
data gathered from patients undergoing the affectivetation : : : : : : : ?
protocol (i.e., BP1, BP2, BP3, BP4, and BP5), are reporte = 10 . JJ\/\_‘ }L
In order to take into account the imbalanced number 287 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ]
available examples per class, two different learning retexe 10t ™

considered in the MLP training phases giving the euthymic e
amples three times more penalty with respect to the depees:
examples. MLP results using the NARI model are summariz:
in Table V. It shows the recognition accuracy by considerir
all five patients. Using dataset, correct recognition of the 30— : : ‘ :
euthymic state is below5%, whereas accuracy increases u

LFHF HE

18 I I D i e S e WY, = NN

9% =
{3

to 99% using dataset+ (. To further justify the instantaneous or | ] w : ‘

point-process NARI approach, we estimated the linear a ¢ 1501 I “’Ih )
nonlinear features of tha and 3 sets by means of standarc T sop \ ‘ UM
AR models [68] and then tested the MLP capability of moo 0 200 400 600 800 900

X .. L . . R . Time [s
discrimination. The relative confusion matrices are shawn Is]

Table VI. In this case, neither using thefeature set nor using Fig. 3. Instantaneous HRV statistics computed from Subje¢op) and

the joineda + 3 set a sufficient satisfactory recognition wagubject 2 (bottom) during the euthymic and depressive ,stapectively.

reached The estimatedirr (t, H¢, £(t)) is superimposed on the recorded RR series.
) Following below, the instantaneous heartbeat standarititav, the instanta-

neous heartbeat spectral Low frequency (LF) and High frequéHF) powers

. and their ratio. Finally, bottom rows report on the thregobidral statistics.

B. Unstructured Activity

In this paragraph, the results of the classification using
data gathered from patients performing unstructured iactiv
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TABLE V
RESULTS FOR THE INTERSUBJECTEUTHYMIA -DEPRESSION
DISCRIMINATION IN PATIENTS BP1, BP2, BP3, BP44ND BP5USING
THE POINT PROCESNARI MODEL

[ MLP-5 Patients| Dataset] Euthymia [ Depression |
. o 7444L 1821 1.09% 1.92
Euthymia o+ 73 | 9956L 039 [ U.0LL 0.06
, o 2555F 18.21 | 98.01F 1.92
Depression |\ — 7 ——0.44F 0,40 [ 99.98F 0.06

og)

old indicates the best classification accuracy for eachscla

TABLE VI
RESULTS FOR THE INTERSUBJECTEUTHYMIA -DEPRESSION
DISCRIMINATION IN PATIENTS BP1, BP2, BP3, BP4AND BP5USING
STANDARD BIOSIGNAL PROCESSING TECHNIQUES

[ MLP-5 Patients] Dataset] Euthymia | Depression |
, o 25.00L 25.32 | 15.50 L 16.00
Euthymia o+ B | 3250 3L.IT [ 2I.50L19.42
, o 75.00F 25.32 | 84.50£16.00
Depression 5 &750F 31.11 [ 7850 F10.47

When processing the feature sett- 3, in fact, the recogni-
tion accuracy dramatically increases, and the correspgndi
average accuracy is beyond 90%.

V. DiscussiON ANDCONCLUSION

In both normal psychology and in psychopathology, mood
is considered quite a stable characteristic of the indafidu
affective dimension, while emotions are considered teartsi
acute and arousing responses to specific environmentailstim
However, it is very well documented both in clinical expe-
rience and in research studies that mood affects emotions,
emotional regulation and emotional response. For thisorgas
a possible approach to investigate mood recognition is to
explore emotional changes provoked by external stimult. Ac
cordingly, along the conceptual rationale behind the PSECH
project, we have proposed a novel system along with an
experimental/methodological approach for the assesswfent
instantaneous ANS patterns of depression in bipolar patien

(i.e., BP6, BP7, and BP8), are reported. MLP results usifihe use of ANS dynamics represents a reasonable way to
the NARI model are summarized in Table VII. It shows thexplore neurobiological and psychophysiological cotesaf
recognition accuracy by considering all three patientsn@ys mood disorders. The feasibility of this approach has been
datasety, correct recognition of the euthymic state is belowocumented in other research articles both for depressidn a
61%, whereas accuracy increases up8238% using the bipolar disorders [15]-[18], [69], [70]. For instance, lev
feature setv+ (3, i.e., considering the instantaneous nonlinedr1] showed a higher ANS activation in bipolar patients as

cardiovascular dynamics.

C. Joined Dataset

In order to investigate whether common patterns of hea
beat linear and nonlinear dynamics exist between euthy
and depressive states regardless of the experimental fg
tocol/elicitation, we performed the inter-subject eutligem 0
depression classification using data gathered from aléptsti
The two datasets representing instantaneous cardioeastyul
namics in bipolar patients during affective elicitatiorofmrcol
and unstructured activity were joined. The classificatEsuits
are shown in Tab. VIII, which also confirms the crucial rol
of heartbeat nonlinear dynamics in pathological mood stat

TABLE VI
RESULTS FOR THE INTERSUBJECTEUTHYMIA -DEPRESSION
DISCRIMINATION IN PATIENTS BP6, BP7 AND BP8USING THE POINT
PROCESNARI MODEL

[ MLP-3 Patients| Dataset] Euthymia | Depression |
; «a 60.36+ 18.35] 14.34+ 7.80
Euthymia o+ 7 | 8238L 1497 I3.88L 10.99
; « 39.64+ 18.35| 85.66+ 7.80
Depression |\ —————17.60F 14.99 | 86.12F 10.99
old indicates the best classification accuracy for eackscla

TABLE VI
RESULTS FOR THE INTERSUBJECTEUTHYMIA -DEPRESSION
DISCRIMINATION ON ALL EIGHT PATIENTS USING THE POINT PROCESS

NARI MODEL
[ MLP-8 Patients| Dataset] Euthymia [ Depression |
cumma | [ R 201
oepressin | | S R T

Bold indicates the best classification accuracy for eachscla

compared to controls and linked chronic ANS arousal to
neurodegeneration and toxiticty. It is also well known that
emotional modulation techniques (used in the psychotlyerap
H[ mental disorders) modulates ANS activity [72], [73]. Fi-
lly, vagal nerve stimulation is currently used as treatme
9 _refractory depression [74] based on the fact that a boost
parasympathetic activity can modulate positive mood. Al
of these research points to a link between ANS dynamics and
bipolar disorders, i.e. links the peripheral nervous syste
a disorder of the central nervous system. In-depth psycho-
physiological reasons of such a link are still debated caitftn

éew hypotheses can be drawn. In particular, it is important t
é]ote that the ANS is indirectly affected by central nervous

system activity: anxiety, fear, disgust and the other prima
emotions have both a central and peripheral correlates. For
instance, the central activity of some brain structureshsuc
as amygdala, anterior cingulate, hypothalamus, ventrahed
prefrontal cortex can directly affect ANS discharge thriotige
modulation of sympathetic and vagal nuclei of the brain stem
[75], [76]. We believe that since this modulation is present
in healthy subjects, it is also present in an anomalous way
in patients with mood disorders and dysfunctions of emotion
expressions and regulations [77].

The proposed approach allows the mathematical represen-
tation of the cardiovascular system as a nonlinear dyndmica
system characterized by means of a “perturbation” analysis
i.e, analysis before and after short-time emotional afmt.

In order to show a preliminary validation of the proposed
methodologies, we analyzed data coming from five patients
experiencing depressive and euthymic episodes, and edroll
them to participating in dedicated affective elicitatioiocol.
Furthermore, data from three bipolar patients while penfag
unlabeled and unstructured normal activities were takém in
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account. In both casea,comfortable, textile-based sensorizedrtifacts or physiological outliers, i.e. events not rethto
t-shirt (namely the PSYCHE platform) was used to performmood markers for whatever reason. On the other hand, we
noninvasive recordings of physiological variables, ancbeeh expected a lower classification accuracy using data coming
point-process NARI model was implemented and applied foom unstructured activity. Moreover, it is possible to byip-
the RR series derived from the ECG in order to produ@size that the altered ANS dynamics related to pathological
novel instantaneous features. In particular, standatdifesin mental states, modulated by the central functional strastu
both the time (i.epurr(t, H:, () andogr), and frequency of the brain, can be revealed without particular experirlent
domain (i.e. LF, HF, and LF/HF) along with higher ordeconditions and using NARI point-process models. However,
nonlinear features, i.e. LL, LH, and HH, were extracted fromstructured emotional relevant experimental conditions ca
the processed RR series. The NARI model was used dontribute in increasing the accuracy of the systdmis
characterize the mean of an IG distribution representimg ttvorthwhile mentioning that the chosen affective eliciati
inter-beat probability function. Such an approach allows f protocol does not strictly require a wearable monitoringfes
the instantaneous estimation of all HRV measures withoyt ato acquire ANS data. However, a comfortable monitoring
interpolation method [39]. The method is also personalizesystem dramatically increases the patient’s compliandéran
fully parametric, and able to improve nonstationary id@cgi proves the reliability of the physiological variations, iath are
tion [46]. instantaneously detected by the proposed NARI model. Such
All of the mentioned features coming from the NARIlan experimental procedure is part of a more comprehensive
representation of the heartbeat dynamics were investigagtudy involving long-term monitoring of bipolar patients i
by using statistical inference and pattern recognitionhmé$ naturalistic environments [15]-[18], [78], i.e., the unstured
in intra- and inter-subject analyses, respectivBiyltivariate activity analysis.
statistical analysis by using an npMANOVA approach on The presented point-process nonlinear analysis repseaent
patients undergoing the affective elicitation protocole@ed pioneering study in the field of mood assessment in bipolar
significant within subject differences among different moopatients. In our approach we consider the acquisition pgmad
states, whereas monovariate analyses pointed out thatfanly(including high and low arousing IAPS and TAT) as a whole,
LF/HF is statistically similar between two depressive @as without subdividing the protocol in separate epochs. Mbeat
Pattern recognition algorithms (MLP) were then appliech® t a limitation, we consider that the overall results give &ddal
estimated features to classify the mood state of the patiestrength to our approach. Indeed, it is not a matter of specifi
(i.e., “euthymia” or “depression”), and two feature setsrave emotional response but, more in general, the central issue i
compared. The first sat,, was comprised of only the standardhe reactivity of the ANS to be affected in bipolar disorders
feature set, whereas the nonlinear indices were added to e fact that we were able to detect changes in ANS during
second set. We performed a comparative classification anathe protocol as compared to a resting state baseline is énoug
ysis in order to evaluate the role of the nonlinear dynamits ¢o say that we are studying ANS reactions despite subjective
the inter-subject variabilityConsidering the dataset comprisedneasurements of emotional arousal or valence related to the
of data coming from the five patients emotionally elicited, aues we used. Future studies will progress to increasing the
classification accuracy of up to aboit% for the « (linear) number of patients enrolled in order to confirm the relidpili
set, and up to about 99% for the+ g (linear and nonlinear) of the proposed approach. We will also explore additional
set was achieved for the euthymic class (see Table V). Theaspects of the linear and nonlinear identification as rél&de
fore it is clear that the high inter-subject variability@stgly depression and other pathological states of the bipolardis.
affects the information given by the linear contributiort(s Moreover, we will carefully explore the physiological méam
«) of the model whereas it does not affect the nonlinear owéthe dynamic autonomic signatures both in the contextef th
(seta + ). A further comparison analysis using traditionalinderlying mood state and as a result of the different stimul
signal processing techniques revealed that non-instaaten administered within the dedicated protocol. Our approaith w
information was not sufficient for a reliable assessmeng (sbe also further extended within the PSYCHE project, inaigdi
Table VI). The crucial role of nonlinear dynamics for theseveral other available variables (e.g voice, activityeid
characterization of depressive states in bipolar patiersts sleep pattern alteration, electrodermal response, biicia
also confirmed when testing the capability of the proposedarkers).
methodology with data gathered from unstructured actsiti
(see Tables VIl and V|||). ACKNOWLEDGEMENTS
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