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ABSTRACT
We present an extension of the polarizable quantum mechanical (QM)/AMOEBA approach to enhanced sampling techniques. This is
achieved by connecting the enhanced sampling PLUMED library to the machinery based on the interface of Gaussian and Tinker to per-
form QM/AMOEBA molecular dynamics. As an application, we study the excited state intramolecular proton transfer of 3-hydroxyflavone in
two solvents: methanol and methylcyclohexane. By using a combination of molecular dynamics and umbrella sampling, we find an ultrafast
component of the transfer, which is common to the two solvents, and a much slower component, which is active in the protic solvent only.
The mechanisms of the two components are explained in terms of intramolecular vibrational redistribution and intermolecular hydrogen-
bonding, respectively. Ground and excited state free energies along an effective reaction coordinate are finally obtained allowing for a detailed
analysis of the solvent mediated mechanism.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0046844., s

I. INTRODUCTION

In the last few years, there has been a significant progress in
the use of hybrid approaches coupling quantum mechanical (QM)
and classical models for describing dynamic processes of molecules
in solution and more complex environments.1–3 In most cases, a
Molecular Mechanics (MM) force field has been used for the clas-
sical part of the system and an electrostatic embedding (EE) scheme
for the coupling between the QM and the MM subsystems.4–7

EE-QM/MM molecular dynamics (MD) simulations have seen
many successful applications in the study of ultrafast and fast pro-
cesses (from hundreds of fs to few ps), especially when combined
with inexpensive QM methods such as semiempirical methods.8

However, their application to dynamic processes extending beyond
the ps scale is still a challenge due to the overwhelming compu-
tational cost, especially if an ab initio QM method is used. More-
over, due to the EE scheme, it is not possible to account for the

environment response to time-dependent (TD) changes in the elec-
tronic density of the embedded quantum subsystem. The latter lim-
itation can be overcome by using a more sophisticated polarizable
embedding,9–12 which endows the MM atoms with the possibility
to dynamically respond to changes in the QM charge distributions,
thus making these approaches more suited to describe excited state
(ES) processes.3

During the last decade, in our group, we have focused on
the induced point dipole (IPD) formulation of polarizable embed-
dings.13–23 In this framework, each atom in the MM subsystem
bears a parameterized polarizability, which under the effect of the
system’s electric field produces an induced dipole, which, in turn,
alters the system’s electrostatics. We have developed a self-consistent
approach that is able to variationally achieve mutual polarization for
the MM induced electrostatics and the embedded quantum electron
density, and we extended it to the treatment of excited states in the
framework of linear response theory.19,20,24,25 Recently, we pushed
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forward the computational limits of this methodology by introduc-
ing a general linear scaling implementation based on the fast mul-
tipole method.26–28 The efficiency of our implementation removes
an important barrier that has previously limited the use of a polar-
izable QM/MM description, as the latter can be considerably more
expensive than a EE treatment. However, the combination of linear
scaling and fast convergence of the polarization equations makes the
overhead introduced by the environment’s polarization limited.27,28

While the success of EE QM/MM is unquestionable, a polarizable
description is more physically robust, especially when large and sud-
den changes in the QM density are observed. Reducing its compu-
tational cost thus paves the way to its systematic use for the study of
photoinduced processes.

We have implemented our IPD model in a local version of
the Gaussian software package;29 currently, this implementation
allows us to compute energies and analytical gradients, for ground-
state [with HF, density functional theory (DFT), and MP2] and
excited-state (TD-DFT) systems with up to several tens of thou-
sands of atoms in the MM part.28 In particular, our IPD model of
choice is the Atomic Multipole Optimized Energetics for Biomolec-
ular Applications (AMOEBA) force field.30,31 AMOEBA is one of
the most advanced force fields, but it also has a particularly com-
plex electrostatic functional form (with static multipoles up to the
quadrupoles and two independent sets of induced dipoles) that
makes it more difficult to handle with respect to other polariz-
able force fields. The linear scaling formulation of IPD QM/MM
embedding that we implemented in Gaussian is able to efficiently
deal with all the features required by the AMOEBA force field.28

The QM/AMOEBA approach has also been extended to ground and
excited state Born–Oppenheimer molecular dynamics (BO-MD) by
interfacing the Gaussian implementation with Tinker, which is the
driver for the generation of the MD trajectory.20,24,32

Here, we make a further step ahead by presenting, for the
first time, an excited state QM/AMOEBA MD in conjunction with
enhanced sampling techniques. Enhanced sampling methods do not
rely on any assumption on the underlying potential energy sur-
face and are generally derived from thermodynamical and statistical
considerations. As a consequence, their combination with QM/MM
methods does not pose any theoretical issue. To perform such sim-
ulations, we coupled our setup, which is composed by Gaussian and
Tinker as the MD driver, to PLUMED. The PLUMED package33 is
one of the most flexible and widely used software packages to per-
form enhanced sampling MD simulations; it implements many dif-
ferent methods and provides a simple and well documented interface
that allows us to integrate it with virtually every MD engine.

The Tinker–Gaussian–PLUMED machinery is applied to the
study of the excited state intramolecular proton transfer (ESIPT)
in solvated 3-hydroxyflavone (3HF): upon photoexcitation of the
ground state (GS) normal N form, the excited state under-
goes proton transfer to yield the excited state tautomer T form
(Scheme 1).

Various experimental studies have shown that both the steady
state fluorescence and the time resolved properties strongly depend
on the solvent.34–38 More specifically, in hydrogen-bonding solvents,
the emission from both N and T forms is observed, whereas in
non-hydrogen-bonding solvents, only T fluorescence is observed.
Moreover, time-resolved studies have shown that the ESIPT pro-
cess is characterized by two components, a fast (several tens of

SCHEME 1. Scheme 1.

femtoseconds) component and a slower (around 10 ps) com-
ponent.39–42 The former is consistently observed in all solvents,
whereas the latter is prominent in hydrogen-bonding solvents.39,41

In this work, we are interested in studying the effect of the solvent
in the tuning of the time-dependent process. For this reason, we
performed simulations in two very different solvents: a polar and
protic one (methanol, MeOH) and an apolar one (methylcyclohex-
ane, MCH). While the ultrafast component of the process can be
simulated using excited state BO-MD as has already successfully
been done using BO-MD combined to either a MM solvent and/or
an implicit solvent,43–50 the slow component happens on a timescale
that would render the cost of the simulations prohibitive. This moti-
vates us to couple our multiscale machinery with enhanced sampling
techniques in order to achieve the description of slower processes at
an accessible computational cost.

This paper is organized as follows: in Sec. II, we present
the Tinker–Gaussian–PLUMED machinery and the computational
details of the different techniques used. In Sec. III A, we discuss the
results of the plain BO-MD and how they can be used to charac-
terize the fast process. Finally, in Sec. III B, we present the results
of the umbrella sampling (US) simulations, which has been used to
characterize the slow component of the process.

II. METHODS
A. Tinker–Gaussian–PLUMED interface

In the last few years, we have developed an interface
between Tinker51,52 and Gaussian 1629 packages for performing
QM/AMOEBA MD simulations. Such an interface is particularly
oriented to polarizable embedding, and it is optimized to run
QM/AMOEBA MD simulations in ground and excited states.24,53

Here, we extended the integration to PLUMED to perform
enhanced sampling simulations using a QM/AMOEBA Hamilto-
nian. PLUMED has a very simple mechanism that allows it to be
interfaced with virtually every MD software. The main aim of the
library is to compute user-defined functions of the system’s config-
uration (generally called Collective Variable, CV) and use them to
introduce bias forces in a controlled way, in order to enhance the
sampling of the underlying potential energy surface. CVs are gen-
erally a complex combination of geometrical features of the system,
which are able to provide a description of a complex process (such as
a conformational change) in a reduced dimensional space.54,55 From
a practical point of view, the MD engine provides to the PLUMED
library the geometry of the system, together with other information

J. Chem. Phys. 154, 184107 (2021); doi: 10.1063/5.0046844 154, 184107-2

© Author(s) 2021

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

about the simulation (namely, gradients, energy, masses, step num-
ber, and box dimensions); then, PLUMED combines these informa-
tion according to the user’s instructions, computes the bias forces,
prints CV values on a log file, and gives back to the MD engine
an updated version of the gradients in which the bias is already
included.

A scheme of the interface is reported in Fig. 1. In our imple-
mentation, Tinker is the main driver of the MD simulation. Given
a structure, it computes the bonded and van der Waals interac-
tions; then, it assembles a QM/AMOEBA Gaussian input and calls
Gaussian to run the QM/AMOEBA calculation. Once this is termi-
nated, Tinker reads the Gaussian forces and energy and adds them
to the already computed components. At this point, Tinker passes
the structure and forces to the linked PLUMED library, which
computes the collective variables and bias forces according to the
user input. The bias forces are then passed back to Tinker, which
finally performs the numerical integration to determine the follow-
ing structure. All the communications between Tinker and Gaus-
sian are performed through binary files, whereas the communica-
tion between Tinker and PLUMED is done directly in memory as
PLUMED is a linked library.

B. Computational details
We used the AMOEBA force field for describing all the inter-

actions in the solvent and the non-electrostatic interactions between
the solute and the solvent. The solute was described with (TD) DFT
using the ωB97XD functional56 combined with the 6-31G(d, p) basis
set where polarization functions have been used only for the ON,
OT, and H atoms, which are directly involved in the ESIPT. The
selection of a long-range corrected functional in combination with a
6-31G(d, p) basis set has been based on tests presented in a previous
paper of some of the authors on absorption and emission energies of
3HF.57 As a further test on the reliability of the selected QM level,
we performed a relaxed scan of the geometry along the reaction
coordinate described below: our combination of the basis set and
functional gave an excited state barrier of 0.9 kcal/mol for the iso-
lated system, which is in line with the estimate obtained by taking
into account a tunneling mechanism 0.6–2.5 kcal/mol.58

Within the AMOEBA force field, the electrostatic and polar-
ization interactions are represented in terms of a fixed multipolar
expansion (up to quadrupoles) and an isotropic polarizability for the
MM atoms. All the used MM parameters are those available in the
AMOEBA parameterization for the two selected solvents, namely,
methanol (MeOH) and methylcyclohexane (MCH).

For the simulations, we prepared two boxes containing 3HF
in the two solvents. On these, we performed a two-step equilibra-
tion to prepare suitable starting conditions for the various anal-
yses. The two steps are a standard MM dynamics run with the
AMBER package59 and a QM/AMOEBA dynamics run with Tinker,
respectively.

For the AMBER MD in both solvents, we performed an ini-
tial geometry optimization followed by 50 ps of NVT heating from
0 to 50 K and by 1000 ps of NPT heating from 50 to 300 K. After
that, 10 ns of NPT dynamics was performed at 300 K and stan-
dard pressure. The whole protocol uses an integration time step
of 1 fs and the Generalized Amber force field (GAFF) to represent
both the solute and the solvent. Simulations were run using periodic
boundary conditions.

From the AMBER MD simulations, we selected 26 frames to be
used as a starting point for the subsequent QM/AMOEBA simula-
tions in each solvent. We selected drops containing the solute and
all the solvent molecules within 30 Å from it (about 600 molecules
of MCH and about 1800 molecules of MeOH). In the QM/MM MD
simulations,3 which are performed using localized basis functions
for the QM subsystem, it is a natural choice to use non-periodic
boundary conditions. Following the “droplet model” approach, a
harmonic potential pointing toward the geometrical center of 3HF
was applied to each solvent molecule that is further away than a cer-
tain distance.60 The starting point of this boundary potential and its
harmonic constant were selected to reproduce the experimental den-
sity of the solvent (more details are reported in the supplementary
material).

For each of the configurations, we ran 5 ps long NVT equili-
brations using the QM/AMOEBA Hamiltonian. The Langevin ther-
mostat was used to keep the temperature at 300 K. This step was
necessary to allow the system to relax on the new QM/AMOEBA
potential energy surface. From these GS simulations, we extracted

FIG. 1. A schematic representation
of the Tinker–Gaussian–PLUMED inter-
face. Tinker provides to Gaussian and
PLUMED the coordinates of the system
and other information (yellow arrows) to
allow them to compute the QM/AMOEBA
component of the forces (green arrows)
and the bias forces, respectively (blue
arrows). These components of the total
gradient are summed together internally
in Tinker and integrated in the MD cycle
(red arrow).
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FIG. 2. Representation of the CV used to describe the ESIPT process. The CV is
defined as the difference d1 − d2. Its value is negative in the N form and positive in
the T form. Here, we plotted a series of contour lines of the CV from −1.1 (purple)
to 1.1 (yellow).

the starting structures for both the plain excited state (ES) BO-MD
and the umbrella sampling simulations.

In particular, we performed a series of 50 QM/AMOEBA BO-
MD trajectories in the first excited state for each solvent. These sim-
ulations were run in the NVE ensemble; we performed 0.5 ps long
trajectories, and we further extended 30 of them (for each solvent)
up to 1.0 ps. The trajectories were finally analyzed using both the
Python bindings to CPPTRAJ61 and the MDAnalysis library.62,63

For the umbrella sampling (US) simulations, we defined
a collective variable (CV). As an obvious choice, we selected the
difference in the distance of H from the two oxygens; a schematic
representation is given in Fig. 2. In this work, we refer to the oxygen
in 3- (which is a hydroxyl oxygen in the N form of 3HF) as ON and
to the one in position 4- (which is a keto oxygen in the N form of
3HF) as OT (see the scheme for the atom numbering). With this CV
definition, the N form corresponds to a negative value of the CV,
while the T form corresponds to the positive one; the transition
point between the two states is at CV ≈ 0.

We performed a 2 ps long simulation on the ground and
first excited states for 12 different values of the CV (−1.1, −0.9,
−0.7, −0.5, −0.3, −0.1, 0.1, 0.3, 0.5, 0.7, 0.9, and 1.1) and for
the two solvents mentioned above, for a total of 48 trajectories.
The force constants used for the umbrella sampling potential are
29.0 kcal/mol Å−2 for MCH and 34.0 kcal/mol Å−2 for MeOH.
These values were determined from the fluctuation of the CV on
the GS, unbiased, trajectories. The configurations extracted from
the US were analyzed with the Unbinned Weighted Histogram
Analysis Method (UWHAM)/Multistate Bennett Acceptance Ratio
(MBAR)64,65 (using the FastMBAR implementation66) to recon-
struct the free energy profile along the CV and the relative weights
of the configuration extracted from the MD.

III. THE SIMULATION OF THE ESIPT PROCESS
Various experimental works studied the ESIPT process in dif-

ferent solvents.39–42 In particular, a biexponential kinetics was found

through pump–probe studies in polar and protic solvents with an
ultra-fast femto-second component and a much slower (few picosec-
onds) component.41 The latter component was explained with the
breaking of solute–solvent hydrogen bonds prior to fast proton
transfer, thus implying a diffusion controlled mechanism. In another
study,39 a similar biexponential process with an ∼240 fs compo-
nent and an ∼10 ps component was also found in MCH, but it
was imputed to the presence of hydrogen-bonding impurities in
solution.

As regards the computational works, most of them focused
on the simulation of the spectroscopic properties of the N and T
tautomers and the involved PES.42,57,67–69 An extensive investiga-
tion of the time-resolved process was, however, reported by Bellucci
and Coker, using classical molecular dynamics in conjunction with
empirical valence bond (EVB) potentials.70 The goal of those sim-
ulations was the identification of the mechanisms responsible for
both ultrafast transfer and slow proton transfer in different solvents.
What they found is that the ultrafast process results from a combi-
nation of ballistic transfer and intramolecular vibrational redistri-
bution, which leads to the excitation of a set of promoting modes.
They also suggested that the slow proton transfer observed in protic
solvents mainly results from strong intermolecular interactions that
inhibit the process.

Here, we investigated two solvents, MCH and MeOH, as exam-
ples of an apolar and a polar protic solvent, respectively. Two dif-
ferent techniques have been used for the description of the ultra-fast
and the slow components of the process: for the former, we used
a swarm of plain BO-MD trajectories, whereas for the latter, we
used umbrella sampling (US). US is a particularly effective technique
when the slow degrees of freedom that are relevant for the process
can be described with a single collective variable. US also offers a
practical advantage: when the calculation of the potential energy
surface cannot be massively parallelized across different nodes in a
computer cluster, it allows us to trivially parallelize the whole cal-
culation as each trajectory is completely independent of the others.
The dimensionality of the problem and the degree of parallelization
offered by different methods should be taken under serious consid-
eration when planning a QM/MM enhanced sampling simulation: as
a matter of fact, even if many methods are available within the pro-
posed interface due to the low dimensionality of the ESIPT process
and to the high computational cost of the QM/AMOEBA Hamilto-
nian, the use of US is perfectly suited to the needs of the process
under analysis.

The results of the two sets of simulations are presented and
discussed in Subsections III A and III B.

A. The ultrafast component
The ultrafast component of the process was studied using

excited state BO-MD. Among the 50 trajectories generated for each
solvent, we observed seven ESIPT events in MeOH and 26 ESIPT
events in MCH. We defined the ESIPT transition as the moment at
which the ON–H and OT–H distances are the same. The results of a
reactive trajectory are shown in Fig. 3: a sudden jump in the ES–GS
energy difference is observed together with the ESIPT event. Simi-
lar plots for all the 100 trajectories are given in the supplementary
material.
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FIG. 3. Properties for an example MCH trajectory: Orange: ES–GS energy dif-
ference, black: OT–H distance, and gray: ON–H distance. The ESIPT occurs
at 74 fs.

In Fig. 4, we provide a global view over the simulations, by
reporting the fraction of reacted trajectories as a function of time.
After 1 ps, these fractions are 67% in MCH and 17% in MeOH. Com-
paring these values with the results of Bellucci and Coker (66% and
50%, respectively),70 we observe that the trend in MCH is exactly
the same, whereas in MeOH, our calculations show a significantly
smaller number of reactive events. We note that our results are,
instead, in line with what experimentally observed.39,41 Moreover,
it clearly appears that in MeOH, the transfer occurs only in an
ultrafast way (before 200 fs), while in MCH, longer times are also
observed (within 0.8 ps). Given the number of generated trajecto-
ries, we cannot determine quantitative transfer times; however, the
obtained picture qualitatively agrees with previous experimental and
computational analyses.39,41,70

We also observe that, especially at short times, the ESIPT only
occurs during specific time windows. This is a clear indication that
there is a promoting vibrational mode, which is coherently stimu-
lated upon excitation. The period measured between the first two
time windows is about 90 fs, corresponding to the OT–CT–CN–ON

FIG. 4. Fraction of reacted trajectories as a function of time in MCH (orange) and
MeOH (green). The first two windows at which the ESIPT takes place are shown
in light gray. The fractions from 0.5 to 1.0 ps are normalized differently since they
are computed on a subset of 20 trajectories.

in plane bending.70 At longer times, this coherence is gradually lost
and the time windows are no longer visible.

In order to better understand the role of solute–solvent specific
interactions, we performed a more detailed analysis on the pres-
ence of hydrogen bonds between 3HF and MeOH. There are three
possible sites for intermolecular hydrogen bonds that are relevant
to the process, involving the MeOH–OT, MeOH–ON, and MeHO–
H pairs, respectively. Along both GS and ES trajectories, we esti-
mated the presence of the aforementioned hydrogen bonds using
two criteria, a distance condition (<3.0 Å) and an angle condition
(>140○). All the results are reported in the supplementary material.
The analysis shows that only the MeOH–OT hydrogen bond is rel-
evant for the ESIPT, as the other two are observed less frequently.
Along the trajectories, we found that the MeOH–OT bond is present
on average in 18% of the configurations in the GS, 42% in the ES-
N form, and is never present in the ES-T form. We also observed
that all ESIPTs occur in 3HF molecules non-hydrogen bonded
at OT.

These findings provide some significant insights into the mech-
anism of the process. First, if a 3HF molecule has an OT hydro-
gen bond in the GS, upon excitation, it will not undergo ESIPT
in the investigated 1 ps time window. In other words, the lack of
solute–solvent hydrogen bonds at the OT site is a necessary con-
dition for a fast ESIPT. Second, if a non-hydrogen bonded 3HF
molecule does not undergo an early ESIPT (<250 fs), it will likely
form a new OT hydrogen bond, thus increasing the ESIPT energy
barrier and preventing the reaction at the sub-picosecond scale. The
second consideration explains the plateau observed in MeOH, and
the two considerations together explain part of the different behavior
experimentally observed in the two solvents.

As a last analysis, we searched for a further condition to ratio-
nalize which trajectories undergo an early ESIPT. This analysis is
based on the continuous wavelet transform as proposed by Donati
et al.71 and successfully applied to the study of proton transfer pro-
cesses in various systems.44,46,50 For all the trajectories, we computed
the difference in the distance of H from the two oxygens (see Fig. 2)
and applied the wavelet transform to determine the coupled vibra-
tions. For this analysis, we cropped all the trajectories to 0.5 ps to find
consistent results. As a mother function, we used the complex Mor-
let wavelet,72 which gives good results for vibrational signals.50 The
transform was performed using the PyWavelet library73 (see also the
supplementary material).

The wavelet transforms for all the trajectories are given in
the supplementary material. Here, instead, we report two illustra-
tive examples in MCH: a reactive one and a non-reactive one [see
Figs. 5(a) and 5(b), respectively]. A qualitative interpretation of
the two trajectories is performed connecting the frequencies of the
features of the two wavelet transforms with the normal modes
calculated for the N and T forms of 3HF through a standard har-
monic model. Starting from the reactive trajectory [Fig. 5(a)], the
high frequency region >3000 cm−1 (which corresponds to the ON–H
and OT–H stretching) shows an apparent change in this signal
after the ESIPT event. This change affects both the position and
the intensity of the signal, which becomes blue-shifted and more
intense; this is not surprising as we expect that upon ESIPT, a con-
siderable amount of energy is transferred into this mode. In this
region, the non-reactive trajectory shows only low-intensity signals
in a frequency range roughly corresponding to the ON–H stretch.
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FIG. 5. (a) Wavelet transform for an example reactive trajectory in MCH. The power is represented with an arbitrary color scale. The time at which the ESIPT takes place is
represented with the white dashed line. (b) Wavelet transform for an example non-reactive trajectory in MCH. (c) Average over the 25–50 fs time interval of the 2D wavelet
transforms. Red: reacting trajectories, green: non-reacting trajectories, top: MCH, and bottom: MeOH. The same arbitrary power scale is used in (a), (b), and (c).

The region below 1600 cm−1 is the most interesting one. Here, we
can distinguish two main signals: the first one, between 600 and
1600 cm−1, can be ascribed to the CN–CT stretching and to other
modes involving the CN–ON–H bending and the CT–OT–H bend-
ing, while the second in the region below 500 cm−1 is related to
the already mentioned OT–CT–CN–ON in plane bending and other
skeletal modes. While the first signal seems to be almost unaffected
by the ESIPT, a large amount of energy is pushed in the second one
upon the proton transfer. However, due to the time and frequency
resolution provided by this wavelet analysis, it is difficult to assert
whether the reactive trajectory has in its initial conditions a larger
amount of energy in these modes.

To try to clarify this point, we computed the average of the
2D wavelet transforms over an initial time interval (between 25 and
50 fs) for the two types of trajectories and compared them. Such a
time interval was chosen to avoid averaging any ESIPT process and
to minimize the artifacts from the cone of influence of the wavelet
transform.74 The superimposed averages are shown in Fig. 5(c). The
obtained data show that a trajectory that will lead to the proton
transfer contains more energy in the modes with a frequency below
500 cm−1 and, even if much more weakly, with a frequency around
∼1200 cm−1.

By combining all the analyses, we confirm that the main pro-
moting mode for the proton transfer is the OT–CT–CN–ON in plane
bending, but we also observe that a reactive trajectory contains more
energy in various modes in the low frequency region with respect
to a non-reactive trajectory. This finding holds for both solvents
and is consistent with the intramolecular vibrational redistribution
mechanism proposed by Bellucci and Coker.70

B. The slow component
As a preliminary analysis for the investigation of the slow com-

ponent, we checked if the selected CV (see Fig. 2) is the only relevant
coordinate for the process. In particular, we investigated the role of
the phenyl dihedral torsion, which previous works suggested as a
relevant mode for the process.39,75 To do so, we performed a 2D US

simulation along the ESIPT CV and dihedral coordinates of 3HF in
vacuum. The resulting free energy surfaces (FESs) for the GS and
ES are reported in the supplementary material. From the calculated
surfaces, we note that, in the GS, the N form has a larger rotational
freedom around the dihedral angle with respect to the T one; the
opposite is found in the ES where the T allows a larger out-of-plane
torsion of the phenyl group. As a consequence, when the molecule is
excited from the N form, the torsional potential suddenly increases
and the system rapidly planarizes. This fast planarization upon exci-
tation, also observed in the ES plain MD, is the only weak cou-
pling between the two selected modes, and as such, we can conclude
that the dihedral torsion does not significantly impact the transfer
paths.

Once verified that the selected CV is the right one to follow,
we applied US to the two solvents considered before. The
simulation details are reported in Sec. II B. The trajectories were ana-
lyzed using UWHAM/MBAR to reconstruct the free energy profile
along the CV and the relative weights of the configurations extracted
from the MD.

We recall that within this framework, we have implicitly
assumed that all the degrees of freedom are able to thermalize (in
the limit of the sampling performed) at each value of the collective
variable. This is somehow the opposite of the non-equilibrium
picture provided by the previous analysis based on plain MD.

The resulting FESs [reported in Figs. 6(a) and 6(b)] present
the expected inversion of the N and T basins going from ground
to excited states in both solvents. To have a more quantitative
analysis, in Table I, we report the free energy barriers for the
direct (N → T) and inverse (T → N) reactions and the free energy
difference between N and T forms in the ground and excited
states.

As expected, the free energy barriers for the direct reaction
calculated in the GS are very high (around 20 kcal mol−1) in both
solvents, and as such, they do not allow for the proton transfer at
room temperature. Moving to the excited state, the barrier signif-
icantly decreases dropping below 5 kcal mol−1 for both solvents.
However, the barrier in MeOH is about 2 kcal mol−1 higher than in
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FIG. 6. Free energy surfaces of the ESIPT process in methanol (a) and in MCH (b)
along the selected collective variable; for both solvents, the free energy profile (in
kcal mol−1) is reported for both ground (squares) and first excited states (circles).
(c) Fraction of MeOH–OT (red triangles), MeOH–ON (blue squares), and MeHO–H
(green circles) hydrogen bonds along the CV for ground state (GS) and excited
state (ES).

MCH. This observation suggests a very different behavior in apolar
aprotic solvents and in polar protic ones. In particular, by comparing
the different free energy barriers and considering that the experi-
mentally measured time constant for the slow ESIPT component in
MeOH is 10 ps,39 we can estimate that the slowest process observed
in our US simulation in MCH has a time constant of about 300 fs.
Here, we have assumed a comparable Arrhenius factor for the pro-
cess in the two solvents. It is remarkable that this rough estimation
of the transfer time is consistent with what found in Sec. III A. Our
results therefore do not indicate a two component process for the
ESIPT in MCH, but they describe a process with a very low barrier,

TABLE I. Free energy barriers for the direct and inverse reactions and the free energy
difference between N and T forms in the ground and excited states. Energies are
reported in kcal mol−1.

Solvent State CV (N) CV (T) ΔG‡
N→T ΔG‡

T→N ΔGN→T

MeOH GS 1.2 −0.8 20.4 0.83 19.6
MeOH ES 0.9 −1.1 4.35 10.7 −6.33
MCH GS 1.0 −0.8 18.0 1.10 16.9
MCH ES 0.9 −1.1 2.27 14.4 −12.2

which can be easily overcome at room temperature in the non-
equilibrium state reached upon excitation. On the other hand, the
picture provided by the US simulation for the ESIPT in MeOH is
very different from what we have described in Sec. III A. This means
that two distinct processes with two clearly different time rates are
possible.

These differences between the two solvents can be explained
as follows. Since MCH can only form very weak interactions with
3HF, it is not unexpected that its role in the reaction is very minor,
if not null, regardless of an equilibrium or a nonequilibrium regime
is assumed. On the other hand, the protic (and polar) character of
MeOH is expected to significantly interact with the reactive part
of the molecule. To verify this hypothesis, we have investigated the
hydrogen bond fractions along the CV for both the GS and the ES.
The results are shown in Fig. 6(c).

First, we note that in both electronic states, the fraction of
MeHO–H hydrogen bonds is almost negligible along the whole reac-
tive process. On the other hand, the hydrogen bonds with the two
oxygen atoms of 3HF show clear trends. Considering the GS, we can
clearly see that MeOH has a marked preference to form a MeOH–OT
hydrogen-bond in the N form (CV < 0) and a MeOH–ON bond
in the T form (CV > 0). These data suggest that the “initial state”
(the ground state of the N form) has the OT oxygen involved in
a quite stable hydrogen bond with the solvent, consistently with
what previously seen in plain GS MD. Upon excitation, this inter-
action becomes even stronger as confirmed by the increase in the
MeOH–OT hydrogen bond fraction: new MeOH–OT hydrogen
bonds are formed, and the already existing ones tighten. Considering
the T form, we note an even sharper difference between the GS and
the ES: while in the GS, a quite strong MeOH–ON hydrogen bond
is observed, this feature completely disappears in the ES. The two
observations together can be explained in terms of a displacement of
the ES electron density toward OT independently of the position of
the proton (see the supplementary material).

As shown in Sec. III A, the absence of a hydrogen bond between
OT and the solvent is necessary for the system to undergo an ultra-
fast ESIPT. Combining this observation with the complex behav-
ior found for the hydrogen-bonding pattern in different electronic
states and tautomeric forms, we can provide an insight about the
atomistic origin of the slow and fast components of the ESIPT in
MeOH.

In MCH, the ESIPT proceeds almost barrierless within few
hundreds of fs. As a matter of fact, this is also what we have seen
in the nonequilibrium simulations in MeOH as long as 3HF is not
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involved in H-bonds with the solvent. The equilibrium picture pro-
vided by US, however, has revealed that the electronic excitation
induces a strengthening of the MeOH–OT hydrogen bond. When
this interaction is present, the ESIPT process can only proceed
through the hydrogen bond cleavage with a significant increase in
the activation barrier. This slow process is what we observe from the
analysis of the excited state FES in MeOH.

IV. CONCLUSIONS
We have presented an integration of three different soft-

ware packages (Tinker, Gaussian, and PLUMED), which allows for
extending QM/AMOEBA MD simulations on ground and excited
states to relatively slow processes, thanks to the use of enhanced
sampling techniques.

As a prototypical application, we reported the comparative
study of the intramolecular proton transfer in excited 3HF in
two different solvents: apolar and aprotic methylcyclohexane and
polar and protic methanol. To investigate both fast (sub-ps) and
slow components of the process, we combined two techniques.
For the former, we used nonequilibrium MD trajectories obtained
by vertically exciting the solute along its ground state dynam-
ics. Instead, to investigate a possible slower component, we have
used umbrella sampling simulations along a selected collective vari-
able. The combination of these two techniques has shown a very
different behavior of the ESIPT process in the two selected sol-
vents in agreement with time-resolved measurements. In particu-
lar, an ultra-fast component (around 100–200 fs) is observed in
both solvents but with a much lower probability in methanol. This
component has been shown to proceed through an intramolecu-
lar vibrational redistribution mechanism, which is very similar in
the two solvents. A second, much slower, component has been
revealed by the US simulations in methanol. In fact, when the
solute is involved in intermolecular hydrogen bonds, the ESIPT pro-
cess can proceed only if such bonds are preliminarily broken. This
requirement induces a significant increase in the free energy barrier
with respect to MCH, thus explaining both the smaller probabil-
ity for the ultrafast process and the appearance of a slow transfer
process.

SUPPLEMENTARY MATERIAL

See the supplementary material for the details and benchmarks
on the non-periodic boundary conditions used, technical details
about the wavelet transform, the excitation energies and ON–H and
OT–H distances along each ES plain trajectory, H-bonding analysis
for each ES plain trajectory, wavelet transform for each ES plain tra-
jectory, a graphical representation of the electron density difference
between the excited and the ground states of 3HF in its N and T
forms, and the free energy surfaces for the ground and excited states
along the CV and the torsion of the phenyl group.
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