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Abstract  7 

We estimate the elastic properties of marine sediments beneath the seabed by means of high-8 

resolution velocity analysis and 1D elastic full-waveform inversion (FWI) performed on 2D 9 

broad-band seismic data of a well-site survey. A high-resolution velocity functional is employed 10 

to exploit the broad frequency band of the data and to derive the P-wave velocity field with a 11 

high degree of accuracy. To derive a complete elastic characterization in terms of P-wave, S-12 

wave velocities (Vp, Vs) and density of the subsurface, and to increase the resolution of the Vp 13 

estimates, we apply a 1D elastic full-waveform inversion in which the outcomes derived from 14 

the velocity analysis are used as a priori information to define the Vp search range. The 1D 15 

inversion is solved by making use of genetic algorithms (GAs) as the optimization method and it 16 

is performed by considering two misfit functions: the first uses the entire waveform to compute 17 

the misfit between modelled and observed seismograms; the second considers the envelope of 18 

the seismograms, thus relaxing the requirement of an exact estimation of the wavelet phase. The 19 

full-waveform inversion and the high-resolution velocity analysis yield comparable Vp profiles 20 

but the FWI reconstruction is much more detailed. For what concerns the full-waveform 21 

inversion results, the final depth models of P-wave and S-wave velocities and density show a 22 

fine layered structure with a significant increase of velocities and density at shallow depth, which 23 

may indicate the occurrence of a consolidated layer. The very similar velocities and density 24 

depth trends obtained by employing the two different misfit functions increase our confidence in 25 

the reliability of the predicted subsurface model. 26 



1. Introduction 27 

The increase in offshore exploration, and related construction activity, requires a reliable 28 

characterization of the seabed and of the shallow subsurface in order to minimize the risk of 29 

harming personnel and equipment during drilling operations, to prevent accidents to the natural 30 

environment and to identify safe zones for the installation of underwater structures such as 31 

platforms and pipelines. To this end, seismic data are often used to predict the properties of 32 

seafloor sediments and to identify possible shallow hazards (Mallick and Dutta, 2002; Riedel and 33 

Theilen, 2001; Riedel et al, 2003; Aleardi, 2015a; Aleardi and Tognarelli 2016). Changes in 34 

depth or in space of the velocity field are the leading indicators to detect variations in physical 35 

properties of the seafloor sediments. 36 

Velocity analysis is the processing step used to build a velocity model and the semblance 37 

functional (Neidell and Taner, 1971) is commonly used to compute velocity spectra. Semblance 38 

is fast to compute and robust against uncorrelated noise, but it yields low-resolution spectra able 39 

to delineate only a general trend of the velocities. If a higher resolution is required other methods 40 

are needed. In this work, we employ the hybrid functional introduced by Tognarelli et al. (2013) 41 

that is obtained by weighting the Key and Smithson’s (1990) signal-to-noise (S/N) ratio estimate 42 

by the complex matched functional (Spagnolini et al. 1993). The use of this hybrid functional 43 

allows us to take advantage of the combined use of a complex matched filter based on a priori 44 

knowledge of the source wavelet and of the coherency measure obtained by the eigenstructure 45 

analysis of the data covariance matrix. This makes it possible to evaluate high-resolution (HR) 46 

velocity spectra able to minimize the uncertainty in the picking of the time-velocity pairs and 47 

thus to derive a compressional velocity (Vp) field which, in case of nearly horizontal layers (as it 48 

is the case in the studied area), is quite accurate. The derived compressional velocity field can be 49 

useful for a preliminary interpretation or for deriving a priori constraints for further 50 

investigations, such as to constrain the search ranges of a stochastic full-waveform inversion 51 

(FWI) as done in the present work.  52 



Full-waveform inversion is a data-fitting procedure based on full-wavefield modeling, which 53 

exploits the full information content of the recorded seismic data to derive high-resolution 54 

quantitative models of the subsurface (Virieux and Operto, 2009). Over the last decade most 55 

FWI developments have focused on building a compressional velocity field from low 56 

frequencies to be used as an improved background model for wave equation depth migration 57 

(Sirgue et al. 2010; Prieux et al. 2011; Morgan et al. 2013). In this context, 2D or 3D full-58 

waveform inversion is usually solved in the acoustic approximation and applying gradient-based 59 

methods (such as steepest descent or conjugate gradient). On the one hand, gradient-based 60 

methods make it possible to invert for a large number of unknown model parameters. On the 61 

other hand, the limitation of describing the subsurface as an acoustic model is needed to reduce 62 

the computational cost, the non-linearity and the ill-posedness of the inverse problem. For 63 

example, it is well known (Operto et al., 2013) that the non-linearity in full-waveform inversion 64 

increases when many wave phenomena (multiples or converted waves) or different model 65 

parameters (Vp, Vs, density, viscoelastic and anisotropic parameters) are simultaneously 66 

considered in the inversion. It is clear that a prerequisite for the success of gradient-based FWI is 67 

the availability of a good starting model to prevent the inversion to be stuck in local minima and, 68 

to this end, several methods have been developed (Vireux and Operto, 2009; Sajeva et al. 2014a; 69 

Diouane et al. 2014; Tognarelli et al. 2015; Sajeva et al. 2016a).  70 

Stochastic global search algorithms, such as simulated annealing, neighborhood or genetic 71 

algorithms (GAs) are other methods that are often applied to tackle the high non-linearity 72 

inherent to elastic FWI and to avoid the need of a good starting model not only for Vp but also 73 

for Vs and density parameters (Mallick, 1999; Fliedner et al. 2012; Li and Mallick, 2015; Aleardi 74 

and Mazzotti 2014). The advantage of using global search methods over the gradient-based ones 75 

is that they explore a wide region of the entire model space and that they can jump out from local 76 

minima. However, global optimization algorithms become computationally unfeasible when a 77 

large number of unknowns is considered. In the global approach to elastic FWI this drawback is 78 



usually avoided by assuming a 1D subsurface model, thus greatly reducing the number of 79 

inverted model parameters.  80 

 In this work, the simple layered nature of the investigated area characterized by moderate 81 

lateral changes in the elastic properties allow us to assume local 1D models in the neighborhood 82 

of few adjacent common-mid-point (CDP) gathers. Moreover, focusing the attention on the 83 

shallowest part of the subsurface further reduces the number of inverted model parameters. In 84 

addition, in our approach to 1D elastic full-waveform inversion the computational effort is 85 

further reduced by exploiting the accuracy of the velocity field derived from the high-resolution 86 

velocity analysis, which allows us to narrow the search range of the model space explored during 87 

the stochastic optimization. Among the many global optimization methods, we make use of a 88 

genetic algorithm as it results a very efficient method in solving the 1D elastic FWI (Sajeva et al. 89 

2014b). In addition, in the stochastic full-waveform inversion a large number of unrelated and 90 

independent forward problems are separately solved with little or no communication among 91 

different tasks. This makes it possible for a parallel implementation that greatly reduces the 92 

computational cost of the inversion. In particular, we use a parallel algorithm implemented 93 

through a message passing interface communication protocol to speed up the inversion process.  94 

We start describing the processing of the well-site survey seismic data aimed at deriving the 95 

final stack image, and at preparing the data for the high-resolution velocity analysis from which 96 

we derive the preliminary P-wave velocity field and information about the geological setting of 97 

the subsurface. The Vp, Vs and density characterization of the subsurface is then obtained by 98 

means of 1D elastic FWI. To this end, we follow two different approaches: in the first the entire 99 

waveform is considered in the inversion, whereas in the second only the envelopes of the seismic 100 

traces are taken into account, making it possible to relax the assumption of a perfect estimation 101 

of the phase of the source signature. These two approaches to full-waveform inversion allow us 102 

to analyze the possible benefits and/or drawbacks of introducing the envelope in the inversion. 103 

 104 



2. Field data processing 105 

The data considered in this work pertain to a 2D well-site survey seismic line acquired off-106 

shore. A very simple geological setting and a shallow and nearly flat seafloor characterize the 107 

investigated area. Table 1 reports the most important recording and acquisition parameters: the 108 

short source and receiver spacings, the broad-band energy source, the limited maximum offset 109 

and the short sample interval clearly evidence the goal of the survey that is the high-resolution 110 

exploration of the seafloor and shallow layers.  111 

Figure 1 illustrates a raw shot gather and the corresponding average spectrum, which exhibits 112 

a bandwidth between 10 Hz and more than 150 Hz. Low frequency noise can be recognized both 113 

in time and in the frequency spectrum close to 5 Hz. The flow chart of the processing sequence is 114 

shown in Figure 2. We adopt a conventional processing for marine data, paying particular 115 

attention at preserving and/or recovering the true amplitude of the signal (Mazzotti and 116 

Ravagnan, 1995; tognarelli xxxxxx) and without employing multichannel operator such as f-x 117 

deconvolution, tau-p filter or any kind of amplitude boost. The data obtained after predictive 118 

deconvolution are used to perform the high-resolution velocity analysis. The red arrows indicate 119 

that the input data for the 1D full-waveform inversion are the band-pass filtered raw gathers and 120 

the velocity field resulting from the high-resolution velocity analysis 121 

The final time migrated section is illustrated in Figure 3. Being the nominal bin spacing equal to 122 

6.25 m, the length of the profile is equal to 3 km, approximately. The section shows a simple 123 

geological setting with a flat sea bottom and horizontal layers down to 500 ms that gently dip 124 

below 600 ms. The limited depth penetration of the high frequency content of the signal is 125 

particularly evident by comparing the reflections above 500 ms and below 500 ms. For this 126 

reason only the shallowest part of the subsurface (down to 500 ms) is considered in the high-127 

resolution velocity analysis and in the FWI tests. 128 

 129 

 130 



3. High-resolution velocity analysis for deriving a compressional wave velocity field 131 

The processing step known as velocity analysis is aimed at estimating a velocity model of the 132 

subsurface. It consists in the interpretation of velocity spectra and, in particular, in the picking of 133 

optimal time-velocity pairs (T0-V) at different locations along the profile. The velocity spectra 134 

are computed estimating the signal coherence along hyperbolic traveltime trajectories. 135 

Coherency estimators yield quantitative information regarding the degree of similarity between 136 

signals among data traces. They can be derived taking into account the energy of the trace 137 

samples selected along trial traveltime hyperbolic trajectories, or they can evaluate the signal-to-138 

noise ratio along the same trajectories, or else they can be computed by cross-correlating the 139 

traces in the specific time windows. Many estimators are available with different 140 

implementations and acting in different domains (Neidell and Taner, 1971; Jones and Levy 141 

1987; Sguazzero and Vesnaver 1987; Biondi and Kostov 1989; Key and Smithson 1990; 142 

Spagnolini et al. 1993; Sacchi 1998; Grandi et al. 2007; Larner and Celis 2007; Abbad et al. 143 

2009; Abbad and Ursin 2012; Tognarelli et al. 2013). Each of them differs in terms of resolution 144 

and capability to discriminate between signal and random and non-random noise (Ashton et al. 145 

1994; Jones, 2010). In this work, we employ a high-resolution coherency estimator in the attempt 146 

to exploit the high-frequency content of the records and to overcome the low detectability of the 147 

reflection velocities due to the limited offset of the streamer. 148 

The semblance functional Csem (Neidell and Taner, 1971) is the most commonly used 149 

estimator and is defined as the ratio between the energy computed on a time window centered 150 

along a trial hyperbolic trajectory and the total energy on the same window: 151 
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where i is the index of the M traces of the gather d and T is the width of the time window. The 153 

semblance measure typically produces a low-resolution velocity spectrum if events are close in 154 

time, if the move outs are small compared with the dominant period of the wavelet and if 155 



primaries interfere with other events such as converted waves and/or residual multiples. The 156 

semblance functional is useful to derive a velocity field for normal move-out (NMO) correction 157 

but is not appropriate to define a velocity field for a more accurate characterization of the 158 

subsurface.  159 

A more sophisticated and higher resolution coherency estimator can be developed combining 160 

a quantitative estimate of the S/N ratio with a modification of the semblance functional in which 161 

we make use of the complex trace filtered by a source wavelet. Key and Smithson (1990), 162 

making use of the eigen-decomposition of the data covariance matrix, provide a mean to estimate 163 

the S/N ratio as follow: 164 
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in which M is the number of traces and λi are the eigenvalues of the data covariance matrix.  166 

An improved semblance functional can be derived transforming the input data traces into the 167 

complex domain by applying the Hilbert transform, and then filtering the data with a known 168 

source wavelet. Spagnolini et al. (1993) showed the improvement in the accuracy of the 169 

coherency measure even if making use of an approximate source wavelet to filter the data. They 170 

call this estimator complex matched semblance (Ccms): 171 
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where D represents the seismic data filtered by the source wavelet. As described in Tognarelli 173 

et al. (2013), we finally weight the complex matched semblance coefficient (equation 3) with the 174 

Key and Smithson’s S/N ratio estimate of equation 2 to obtain  175 

,/ cmscmsKS CNSC =                                                                                                               (4) 176 



In Figure 4 the velocity spectra computed with the standard semblance estimator (Csem) of 177 

equation 1 and the spectra computed with the hybrid measure CcmsKS of equation 4 are compared 178 

for four CDP gathers. All the velocity spectra are represented from the arrival time of the seabed 179 

reflection (0.1 s, approximately) down to 0.52 s. The semblance velocity panels shown in Figure 180 

4a exhibit broad peaks of high coherency and thus, a strong uncertainty in the definition of the 181 

time-velocity pairs arises. Instead, employing the hybrid estimator produces high-resolution 182 

velocity panels (Figure 4b) that make it possible to pick with a high degree of confidence the 183 

velocity trend of the primary reflections. An example of picking is shown in Figure 4c and 184 

Figure 4d. In particular, Figure 4d illustrates the picking (white dots) performed on the CcmsKS 185 

panel for CDP 65. The same picked time-velocity pairs superimposed on the Csem velocity map 186 

(Figure 4c) highlight the greater ambiguities in the picking if this had been performed on the 187 

semblance velocity spectrum. 188 

We exploit the higher resolution and accuracy of the CcmsKS panels to pick the velocity trend 189 

of the primaries and, taking advantage of the layer cake structure, we reconstruct a root mean 190 

square (Vrms) velocity model at each CDP location. The local 1D assumption is confirmed by the 191 

picked time-velocity pairs that remain quite constant for several adjacent CDP gathers and that 192 

slowly vary along the seismic line. This allows us to convert the Vrms model into interval velocity 193 

in depth using the simple Dix equation. The resulting P-wave velocity model is shown in Figure 194 

5 superimposed to the depth migrated section. As expected, the derived velocity model reflects 195 

the simple geology with flat and nearly horizontal layers. The main Vp contrasts are related to 196 

the seabed and to two reflectors located at 280 m and 360 m, approximately.  197 

 198 

4. 1D elastic full-waveform inversion  199 

As previously introduced, to solve the 1D elastic full-waveform inversion we use the genetic 200 

algorithm method. Genetic algorithms (Holland 1975, Goldberg 1989, Mitchell 1998, 201 

Sivanandam and Deepa 2008) are a class of search methods that belong to the larger class of 202 



evolutionary algorithms. They use the principles of natural selection and evolution to search 203 

through model space for optimal solutions. The optimization starts with randomly generated 204 

individuals, each one encoding a candidate solution, and the entire population of individuals is 205 

evolved toward better solutions by using three principal evolutionary principles: selection, cross-206 

over and mutation. At each generation (i.e. iteration) the fitness that is the goodness, of each 207 

individual is evaluated and then some individuals (parents) are stochastically selected from the 208 

current population on the basis of their fitness value. Next, they are modified (using cross-over 209 

and mutation) to form a set of offspring that are used to replace the least fitting parents and to 210 

form the new population that is used in the next generation. The algorithm usually terminates 211 

when either a maximum number of generations has been produced, or a satisfactory fitness level 212 

has been reached. Being aware of the inherent stochastic nature of the genetic algorithm full-213 

waveform inversion, that is the inversion results can differ for different inversion runs, we 214 

performed 6 different inversions for each considered CDP gather and the final result is the 215 

predicted model that produces the minimum L2 norm misfit between observed and predicted data 216 

out of the six different runs.  217 

Notwithstanding the parallel implementation of the code and the limited number of unknowns 218 

(16 layers resulting in 48 unknowns that are the Vp, Vs and density of each inverted layer), the 219 

computer intensive elastic GA-FWI makes the application of this method to all the CDPs of the 220 

seismic line, prohibitive in terms of computational costs. For example, approximately 6 hours are 221 

required to complete the 16400 forward problems needed for a single CDP gather inversion. This 222 

results in approximately 1.5 days to complete the 6 inversion runs performed for each CDP 223 

gather. This computational time refers to the inversion performed on 2 compute nodes of a Linux 224 

cluster in which each compute node is a 2 esa-core Intel(R) Xeon(R) CPU E5645 at 2.4 GHz. 225 

For this reason we limited the stochastic inversion to only three CDP gathers selected along the 226 

seismic line as indicated in Figure 4. In the inversion the reflectivity method has been applied for 227 

forward modeling (Kennett, 1983). The band-pass filtered (5-10-37-50 Hz) version of the raw 228 



CDP data constitutes the input for our 1D elastic GA-FWI because performing the inversion in a 229 

wider frequency range, although would greatly increases the resolution of the final result, would 230 

make the computational cost unaffordable. For this reason we have limited the inversion to 231 

frequencies below 50 Hz. Given the frequency band considered in the inversion, we set the layer 232 

thickness of the 1D model to 20 m. In fact, as shown by Mallick and Dutta (2002), the expected 233 

resolution of 1D full-waveform inversion is between 1/4 and 1/6 of the maximum wavelength 234 

associated with the dominant frequency. Being the well-site survey data single component 235 

(pressure only) and given the limited offset range (with a maximum offset of 600 m), the 236 

estimation of viscoelastic or anisotropy parameters is a hopelessly ill-conditioned problem as 237 

shown by Riedel and Theilen (2001) and Li and Mallick (2015). For what concerns the effects of 238 

attenuation, these play a minor role in controlling the reflection response if a narrow angular 239 

range of reflections is included in the inversion (Aleardi and Tognarelli, 2015). Therefore, we 240 

consider elastic and isotropic media.  241 

Our 1D elastic FWI code is based on the stochastic optimization method known as niched 242 

genetic algorithm (Horn, 1993) in which the initial random population is divided in many 243 

subpopulations subjected to separated selection and evolution processes, with a possible 244 

exchange of some individuals only for a fixed number of iterations. This peculiar 245 

implementation is aimed at maximizing the exploration of the model space and at reducing the 246 

possibility for the algorithm to be stuck into local minima. Additional details about our code can 247 

be found in Aleardi and Mazzotti (2016). As it is widely known there is not a unique recipe to set 248 

the GA control parameters being their optimal setting very dependent on the type of problem to 249 

be solved and also on the personal preferences of the user. For this reason the optimal choice is 250 

usually found by a trial and error procedure. Here we only remind that one of the most important 251 

control parameters in a GA optimization is the total number of individuals that must be 252 

sufficiently high to ensure an efficient exploration of the entire model space and to prevent 253 

entrapment into local minima. Being the 1D elastic FWI a highly non-linear, multi-minima, 254 



optimization problem we set this number to 400 that is more than 8 times the number of 255 

unknowns. This entire population is divided into 5 subpopulations that evolve into 50 256 

generations. We impose a selection rate of 0.8 that is the 80% of individuals in the current 257 

population is selected for recombination and mutation. Finally, we employ an elitist reinsertion, 258 

which preserves the fittest individuals of the previous generation in the new generation, 259 

combined with a fitness-based reinsertion in which the lowest-fitness parents are replaced by 260 

higher-fitness offspring.  261 

 262 

4.1 FWI results: inversion using the entire waveform to compute the data misfit 263 

In this first test, we consider the entire waveform in the computation of the L2 norm misfit 264 

function between predicted and observed seismic data. The wavelet used as input for high-265 

resolution velocity analysis is also used in the forward modelling to compute the predicted 266 

seismograms. A smoothed version of the velocity field previously derived from the high-267 

resolution velocity analysis defines the Vp trend. To build the Vs trend we have assumed a Vp/Vs 268 

ratio that linearly varies from 6 at the seafloor interface to 2.2 at 400 m depth and scaled the Vp 269 

trend for this varying Vp/Vs ratio to obtain the Vs values. A linear function ranging from 1.3 to 2 270 

when passing from the seabed to 400 m depth defines the density trend. The admissible 271 

parameter ranges in the inversion are +/-300 m/s for Vp and Vs and +/-0.3 g/cm3 for density and 272 

are centred around their respective trends. 273 

The estimation of the uncertainties associated to the inversion results is a good practice in 274 

solving geophysical optimization problems that usually are ill-conditioned and multi-minima 275 

(Tarantola, 2005). However, because GA’s are not a Markov Chain Monte Carlo method, the 276 

direct use of the ensemble of GA-sampled models and their associated likelihoods produce 277 

biased uncertainty estimations (Sen and Stoffa, 1996), thus more sophisticated approaches are 278 

needed to derive reliable uncertainty quantifications after a GA optimization (see for example 279 

Sen and Stoffa, 1996; Aleardi, 2015b; Aleardi and Mazzotti, 2016; Sajeva et al. 2016b). This 280 



topic is beyond the extent of this work but as we are aware of the importance of at least a 281 

qualitative estimation of the ambiguities affecting the estimated models, we exploit the entire 282 

ensemble of GA-sampled models and their associated data misfit value to represent the final 283 

results. In particular, for each considered CDP gather we plot each sampled 1D model with a 284 

color scale that represent its data misfit value. The final results pertaining to CDP 100, CDP 250 285 

and CDP 400 are illustrated in Figures 6, 7 and 8, respectively. In all cases we observe a linear 286 

and gradual increase for all of the parameters and significant Vp contrasts occur at 284 m and at 287 

344 m below the sea level for CDP 100, at 284 m and at 364 m for CDP 250 and at 284 m and 288 

384 m for CDP 400. In addition, Figures 6, 7 and 8 show that these Vp increases often 289 

correspond to Vs and density increases. However, the use of single component data and the 290 

limited offset range of the well-site survey acquisition make us more confident on the predicted 291 

Vp profiles than on the predicted Vs and density depth trends (Aleardi and Mazzotti, 2016). In 292 

fact, the greater ambiguity affecting Vs and density estimates is clearly illustrated by the colour 293 

maps in Figures 6, 7 and 8 where the morphology of the L2 norm data misfit shows narrow 294 

valleys delimiting the predicted Vp profiles and larger and more flat valleys in the case of Vs and 295 

density predictions. This is a valuable information also in view of the fact that other additional 296 

and independent data (well log recordings or geotechnical data) are not available to further 297 

validate the results.  298 

Although with different resolution capabilities, the Vp trends obtained by full-waveform 299 

inversion and by the high-resolution velocity analysis are in good agreement as shown in Figure 300 

9. In particular, the two strong velocity contrasts below 280 m that are visible in the Vp profiles 301 

obtained by genetic algorithm FWI are also visible in the velocity field derived from the high-302 

resolution velocity analysis. Figure 10 represents a comparison between observed, best predicted 303 

seismograms and their difference for the considered CDPs. A good match between observed and 304 

predicted data is attained in all cases. The differences between the observed and the predicted 305 

seismograms can be ascribed to residual noise contamination in the observed data and to 306 



physical assumptions that are made in the forward modelling computation (e.g., perfectly elastic 307 

propagation, homogeneous and isotropic 1D media), which may not be totally verified in this 308 

specific case. The average relative percentage errors resulting from the observed and the 309 

predicted data shown in Figure 10 are very similar for all the three considered CDPs and range 310 

between 26 and 28%. 311 

 312 

4.2 FWI results: inversion using the trace envelope to compute the data misfit 313 

We repeat the inversion for the CDP 400 considered in the previous example and using the same 314 

GA parameters, but in this test the envelopes (Sheriff et al. 1977) of the predicted and observed 315 

seismograms are used to compute the misfit between the observed and predicted seismic data. In 316 

practical applications an accurate source signature estimation is often problematic, especially for 317 

what concerns the estimation of the wavelet phase. For this reason, the envelope is sometimes 318 

used in solving the full-waveform inversion problem (Tognarelli et al. 2015, Galuzzi et al. 2016) 319 

as it permits to relax the assumption of a perfect estimation of the source signature phase. 320 

Similarly to the previous examples we repeat this inversion 6 times from which we extract as the 321 

final estimated model the one resulting in the minimum misfit between observed and predicted 322 

data. Figure 11 shows the observed data envelope the predicted data envelope and their 323 

differences. Note that, disregarding the phase of the seismic wavelet, the final percentage error is 324 

17.32%, a value lower than in all the previous cases that considered the entire waveforms (26-325 

28%). 326 

The final results are represented in Figure 12, where the best model obtained in the previous 327 

example and that obtained by considering the trace envelope are compared. The general depth 328 

trends are very similar, but some discrepancies are clearly visible below 300 m. In particular, the 329 

two Vp trends sometimes show a specular, symmetrical and opposite behaviour: some P-velocity 330 

increases predicted in the previous example show a reversal when considering the trace 331 

envelope. This may be because by using the envelope, the polarity of the reflection is lost and the 332 



same amplitude can then be referred to as either an increase or a decrease in acoustic impedance. 333 

Therefore, in elastic full-waveform inversion we may resort to using envelopes only in case the 334 

wavelet estimation is problematic or in a first run of the inversion to derive some additional 335 

information on the general velocity and density trends. 336 

 337 

5. Conclusions 338 

The properties of the shallowest part of the subsurface have been estimated from a 2D well-339 

site survey data by applying two different methods: high-resolution velocity analysis, and 1D 340 

elastic full-waveform inversion solved with a genetic algorithm approach. The velocity analysis 341 

performed using the hybrid functional that exploits the high-frequency content of the considered 342 

data, is able to reduce the uncertainty in the velocity picking and derives a P-wave velocity field 343 

with a good degree of accuracy and with minimum computational effort. These velocity values 344 

can be used for preliminary interpretations or as a priori information for additional 345 

investigations, such as to define the search ranges of the model parameters in the GA-FWI.  346 

To derive a complete elastic characterization of the shallowest part of the subsurface in the 347 

investigated area we use a 1D FWI solved with a genetic algorithm approach. Full-waveform 348 

inversion exploits all of the information contained in the recorded seismograms (different wave 349 

phenomena, amplitude and phase information) to derive a high-resolution subsurface model. 350 

FWI is a highly non-linear inverse problem characterized by a multi-minima misfit function. 351 

Differently from gradient-based inversion strategies, stochastic optimization methods, such as 352 

the genetic algorithms we employed, are able to explore different parts of the model space and to 353 

jump out from local minima, thus relaxing the need of a good starting model for all the inverted 354 

parameters. An additional advantage of genetic algorithms is that they can be easily parallelized 355 

thus reducing their high computational cost. To further reduce the computational cost we assume 356 

a 1D subsurface model, we limit the inversion to the shallowest part of the subsurface and, in 357 

particular, we exploit the outcomes derived from the high-resolution velocity analysis to reduce 358 



the search ranges for the unknown model parameters. In the FWI examples we discuss, we chose 359 

to consider a frequency band below 50 Hz, approximately, and this choice sets at 20 m the layers 360 

thickness for the inverted model. Fixing the maximum depth of the inverted models to 400 m, 361 

and considering that the first layer is the known water layer 84 m thick, a total of 16 layers and 362 

48 unknowns results (the Vp, Vs and density of each inverted layer). Should we wish to reach a 363 

higher resolution, that is to decrease the layer thickness, a wider frequency range should be 364 

included in the inversion and this would results in an increase in the number of unknowns and in 365 

the computational cost. Therefore, in practical applications a compromise between the maximum 366 

resolution, the maximum depth of investigation, and the number of unknowns must be found, 367 

taking into consideration that the computational effort of the genetic algorithm full-waveform 368 

inversion grows exponentially with the number of unknowns and with the frequency ranges 369 

considered. Another limitation of the method is the assumption of a 1D subsurface model that 370 

restricts the applicability to very simple geological contexts or to seismic data gathers that have 371 

been properly migrated (Mallick, 1999). However, when the local 1D assumption is acceptable, 372 

such as in the data case we consider in this work, the 1D elastic FWI is a powerful method for 373 

deriving high-resolution subsurface models around a well-defined area of interest.  374 

In this paper, the GA-FWI is performed by considering both the entire waveform and the 375 

envelope of the seismograms in computing the misfit between predicted and observed data. 376 

Some discrepancies, clearly related to the loss of polarity information caused by the envelope, 377 

are visible especially in the Vp profiles but the velocities and density depth trends are quite 378 

similar to those derived by using the entire waveform. To further prove the reliability of our 379 

results and to give a qualitative estimate of the uncertainties affecting the final predicted models, 380 

we use the entire information brought by the ensemble of GA-sampled models (in terms of misfit 381 

values and of sampled Vp, Vs and density values). From this analysis resulted that, as expected 382 

for single-component seismic data, Vs and density are the less resolvable parameters compared 383 

to the Vp one. Finally, despite the different resolutions, the stochastic FWI and the high-384 



resolution velocity analysis yield comparable compressional velocity profiles with significant 385 

increases of velocity at shallow depth that may indicate the occurrence of a consolidated layer. 386 

Concerning the general applicability of elastic full-waveform inversion, we think that 387 

stochastic FWI, due to its high computational cost, should be primarily thought as a target 388 

oriented approach useful to derive an accurate, but nevertheless very localized, elastic 389 

characterization of the subsurface. One possible further development is to consider the 1D elastic 390 

models predicted by GA-FWI to build a starting model for gradient-based full-waveform 391 

inversion (Tognarelli et al. 2016). In fact, differently from stochastic FWI, the gradient-based 392 

approach to full-waveform inversion, although limited by its local nature, is usually very fast to 393 

converge even in cases with many unknown model parameters (i.e. hundreds or thousands of 394 

unknowns). Therefore, gradient-based full-waveform inversion will enable us to relax the 395 

assumption of a local 1D geological model and to extend the frequency range considered in the 396 

genetic algorithm optimization, thus yielding final models with a significantly improved 397 

resolution.  398 

 399 

 400 
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402 



 403 

Figures, Captions and Table 404 

 405 

Table 1: Recording and acquisition parameters. 406 

Recording and Acquisition Parameters 

Single Air Gun 150 cu. in. Source and Streamer Depth 3 m 

Shot Interval 12.5 m Group Interval 12.5 m 

Number of Shots  218 Minimum Offset 20 m 

Streamer Length 600 m Record Lenght 2048 ms 

Number of Groups  48 Sample Rate 1 ms 

 407 

408 



 409 

 410 

 411 

Figure 1: a) An example of raw shot gather. The direct waves and the seabed reflection are 412 

indicated. b) Average amplitude spectrum pertaining to the shot gather shown in a). The 413 

spectrum is characterized by low-frequency and high-amplitude noise at approximately 5 Hz, 414 

(see the black arrow). The signal bandwidth ranges between 10 Hz and 150 Hz, considering an 415 

amplitude level equal to -15 db. The typical slope related to the amplitude decay can be clearly 416 

observed from 150 Hz to 270 Hz.  417 

418 

a) 

b) 



 419 

 420 

 421 

Figure 2: The processing sequence. The black arrows illustrate the flow used to obtain the final 422 

time-migrated section. The red arrows indicate the starting point of the input data for the 1D 423 

FWI.   424 

425 



 426 

 427 

Figure 3: Time-migrated stack section at the end of the processing sequence shown in Figure 2. 428 

The locations of the four velocity spectra illustrated in Figure 4 (see section 3) are also shown. 429 

The high-resolution of the stack image can be appreciated particularly in the shallow part (down 430 

to 500 ms) that shows nearly horizontal reflectors. At higher two-way times, the layered 431 

structure becomes more complicated and the loss of high frequencies produces a significant 432 

decrease of resolution.   433 

434 



 435 

 436 

Figure 4: a) Velocity panels computed with the semblance functional Csem.. b) Velocity panels 437 

computed with the CcmsKS hybrid functional. The panels refer to CDP 65, 175, 275 and CDP 400. 438 

c) Velocity spectrum computed for CDP 65 making use of the semblance functional with 439 

superimposed the time-velocity pairs picked in the velocity panel shown in (d) computed with 440 

the hybrid functional CcmsKS . In c) and d) the white arrows indicate the coherency maxima 441 

related to residual multiples. A different color scale is used to display the Csem and CcmsKS spectra 442 

due to the high dynamic range of the CcmsKS functional. In a), b), c) and d) we represent the 443 

velocity panels from the arrival time of the seabed reflection (0.1 s, approximately) down to 0.52 444 

s. 445 

446 

a) c) 

b) d) 



 447 

 448 

Figure 5: Vp model in depth obtained with the high-resolution velocity analysis. The depth 449 

migrated section is shown in background with grayscale. The positions of the CDP 100, CDP 450 

250 and CDP 400, which will be considered in the FWI test, are also indicated.  451 

 452 

453 



 454 

 455 

Figure 6: Results for the GA inversion for CDP 100. a), b) and c) show the estimated Vp, Vs and 456 

density depth trends (white dashed lines) and the parameter ranges considered in the GA 457 

inversion (gray continuous lines). The color lines depict the models explored during the GA 458 

inversion represented with their associated misfit value that is the L2 norm between predicted 459 

and observed data. Note the narrow valley that delimits the predicted Vp profile and the larger 460 

and more flat valleys delimiting the Vs and density prediction. This is a qualitative evidence of 461 

the higher uncertainties associated with the Vs and density estimates with respect to those 462 

associated with the Vp ones. For a better comparison of the uncertainties the x-axes in a), b) and 463 

c) are represented with comparable ranges, that is a range of 1200 m/s for Vp and Vs and of 1.2 464 

g/cm3 for density. 465 

 466 

 467 

 468 

 469 

c) b) a) 
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 471 

 472 

 473 

Figure 7: Same as in Figure 6 but for CDP 250. 474 

 475 

476 

c) b) a) 



 477 

 478 

Figure 8: Same as in Figure 6 but for CDP 400. 479 

480 

c) b) a) 



 481 

 482 

Figure 9: Comparison between the Vp profiles obtained by the high-resolution velocity analysis 483 

(red dashed lines) and by the 1D elastic GA-FWI (black continuous lines). a), b) And c) refer to 484 

the inversion of CDP 100, CDP 250 and CDP 400, respectively. The gray dotted lines represent 485 

the Vp ranges considered in the GA optimization. Note that, although with different resolution, 486 

the outcomes of high-resolution velocity analysis fair match the results produced by GA-FWI.  487 

488 

a) b) c) 



 489 

 490 

Figure 10: a), b) And c) represent a comparison between filtered observed data (top), predicted 491 

data (middle) and their difference (bottom) for CDP 100, CDP 250 and CDP 400, respectively.  492 

For a better comparison all the seismograms are represented with the same amplitude scale and 493 

are NMO corrected for the water velocity.  494 

 495 

 496 

497 

a) b) c) 
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 500 

 501 

Figure 11: a), b) And c) comparison between the observed data envelope, the predicted data 502 

envelope and their differences, respectively. The resulting percentage error is 17.32 % that is 503 

lower than the percentage errors resulting from the inversion of the entire waveforms (see Figure 504 

10). 505 

 506 

507 

a) 

b) 

c) 



 508 

 509 

Figure 12: Comparison between the results obtained for CDP 400 by using the entire waveform 510 

(blue line) and the envelope (red line) in the misfit function. a), b) And c) illustrate the Vp, Vs 511 

and density depth trends, while the gray lines show the parameter ranges. Note that the predicted 512 

trends (especially for Vp) display some opposing and specular behaviour below 300 m. 513 

 514 

515 

a) b) c) 
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