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We consider three-dimensional lattice SU(Nc) gauge theories with degenerate multicomponent
(Nf > 1) complex scalar fields that transform under the fundamental representation of the gauge
SU(Nc) group and of the global U(Nf ) invariance group, interacting with the most general quartic
potential compatible with the global (flavor) and gauge (color) symmetries. We investigate the phase
diagrams, identifying the low-temperature Higgs phases and their global and gauge symmetries,
and the critical behaviors along the different transition lines. In particular, we address the role of
the quartic scalar potential, which determines the Higgs phases and the corresponding symmetry-
breaking patterns. Our study is based on the analysis of the minimum-energy configurations and
on numerical Monte Carlo simulations. Moreover, we investigate whether some of the transitions
observed in the lattice model can be related to the behavior of the renormalization-group flow of the
continuum field theory with the same symmetries and field content around its stable charged fixed
points. For Nc = 2, numerical results are consistent with the existence of charged critical behaviors
for Nf > N⋆

f , with 20 < N⋆
f < 40.

I. INTRODUCTION

Gauge symmetries provide a unifying theme of con-
temporary theoretical physics, describing the dynamics
of the Standard Model of fundamental interactions [1–3]
and critical phenomena in condensed matter physics [4–
6]. The interplay between local gauge and global sym-
metries is a crucial determinant of the different phases
occurring in gauge models [7–11] and of the thermal and
quantum transitions between them [12–14].

We address these issues in three-dimensional (3D) lat-
tice scalar gauge theories with SU(Nc) gauge invariance
(we name it color gauge symmetry) and U(Nf ) global
(flavor) invariance. The multicomponent scalar fields
(Nf > 1) transform under the fundamental representa-
tion of both groups. We extend earlier results [12, 13],
considering the most general quartic scalar potential
compatible with the SU(Nc) gauge symmetry and the
global U(Nf ) flavor symmetry. In this extended model,
different low-temperature Higgs phases emerge when
varying the potential parameters. We determine the
phase diagrams, focusing, in particular, on the nature
of the low-temperature Higgs phases [7, 9, 11], and of
the phase transitions that separate the different phases,
which are related to the spontaneous breaking of the
global symmetry. All these properties depend on the pa-
rameters of the quartic scalar potential and on the num-
bers of colors and flavors, Nc and Nf , respectively. In
particular, the phase diagrams for Nc = 2 and Nc > 2
are qualitatively different, because of the presence of an
enlarged global symmetry for Nc = 2 in the absence of
the scalar potential [12, 13]. Moreover, the phase behav-
ior differs for Nf < Nc, Nf = Nc, and Nf > Nc. In
particular, distinct low-temperature Higgs phases, asso-
ciated with different gauge-symmetry breaking patterns,
exist only when Nf ≥ Nc. We mention that similar stud-

ies have been reported for SU(Nc) scalar gauge models
in which the scalar fields transform under the adjoint
representation of the gauge group [15–17].
We only consider the case Nf > 1. The 3D SU(2)

gauge theory coupled to a single scalar SU(2) doublet
(Nf = 1 in our notation) has been much investigated,
due to its relevance for the finite-temperature electroweak
phase transition [18–22]. We only mention that the phase
diagram of the single-flavor model shows only a single
phase [8–10], indeed the high- and low-temperature re-
gions turn out to be analytically connected.
An important issue in the present context is the rela-

tion between the statistical gauge model and the corre-
sponding field theory, i.e., the field theory with the same
field content and the same gauge and global symmetries.
In particular, one would like to identify the continuous
transitions that can be described by a charged fixed point
(FP) of the renormalization-group (RG) flow of the con-
tinuum SU(Nc) gauge field theory, i.e., with a nonzero
gauge-coupling value at the FP. At present, for 3D scalar
models, this identification has been done only for Abelian
gauge theories [23, 24]. No analogous result has been yet
reported in the literature for non-Abelian gauge mod-
els. In this work we address this issue in the context of
scalar SU(Nc) gauge models. Close to four dimensions,
stable charged FPs exist for any Nc and sufficiently large
Nf . We numerically investigate this issue for Nc = 2.
Finite-size scaling (FSS) analyses of Monte Carlo (MC)
simulations allow us to identify continuous transitions for
Nf = 40. They become of first order in the infinite-gauge
coupling limit, in which gauge fields can be integrated
out. This suggests that SU(2) gauge fields play a role
at the transition and thus it seems natural to associate
them with the charged field-theory FP. Since no contin-
uous transition is found for Nf = 20, our results suggest
that 3D charged critical behaviors for Nc = 2 develop for
Nf > N⋆

f , with 20 < N⋆
f < 40.
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The paper is organized as follows. In Sec. II we de-
fine the lattice SU(Nc) gauge model with Nf scalar fields
in the fundamental representation. In Sec. III we in-
troduce the observables and discuss their FSS behav-
ior, which will be at the basis of our numerical analyses.
In Sec. IV we discuss the structure of the Higgs phases
that emerge from an analysis of the mininum-potential
configurations, and characterize their global and gauge
symmetry-breaking patterns. In Sec. V we discuss the
RG flow of the continuum SU(Nc) gauge theories with
a multiflavor scalar field and U(Nf ) global symmetry,
identifying a stable charged FP for large Nf at any fixed
Nc close to four dimensions. In Sec. VI we discuss the
possible phase diagrams in the space of the Hamiltonian
parameters and of the temperature, for the three cases
Nf < Nc, Nf = Nc, and Nf > Nc emerged in Sec. IV.
In Sec. VII we present a numerical study for Nc = 2 and
Nf = 2, 20, 40. We perform a FSS analysis of MC data,
to verify the theoretical predictions. Finally, in Sec. VIII
we summarize and draw our conclusions. A short discus-
sion of the model for infinite gauge coupling is given in
App. A. Some details on the MC simulations and numer-
ical analyses are reported in App. B.

II. LATTICE SU(Nc) GAUGE MODELS WITH
MULTIFLAVOR SCALAR FIELDS

We consider lattice scalar gauge models with SU(Nc)
local invariance defined on cubic lattices of linear size
L with periodic boundary conditions. The fundamental
fields are complex matrices Φaf

x
, with a = 1, ..., Nc (color

index) and f = 1, ..., Nf (flavor index), defined on the
lattice sites and SU(Nc) matrices Ux,µ defined on the
lattice links. The partition function is

Z =
∑

{Φ,U}

e−βH , β = 1/T , (1)

H = HK(Φ, U) +HV (Φ) +HG(U) , (2)

where H is the sum of the scalar-field kinetic term HK ,
of the local scalar potential HV , and of the pure-gauge
Hamiltonian HG. As usual, we set the lattice spacing
equal to one, so that all lengths are measured in units of
the lattice spacing. The kinetic term HK is given by

HK(Φ, U) = −JNf

∑

x,µ

ReTrΦ†
x
Ux,µ Φx+µ̂ . (3)

In the following we set J = 1, so that energies are mea-
sured in units of J . The second term HV is

HV (Φ) =
∑

x

V (Φx) , (4)

V (Φ) =
r

2
TrΦ†Φ +

u

4

(
TrΦ†Φ

)2
+

v

4
Tr (Φ†Φ)2 .

The potential V (Φ) is the most general quartic poly-
nomial that is symmetric under [U(Nf )⊗U(Nc)]/U(1)

transformations. For v = 0 the symmetry of the scalar
potential enlarges to O(M) with M = 2Nf Nc. Finally,
we define [1]

HG(U) = − γ

Nc

∑

x,µ>ν

ReTrΠx,µν , (5)

Πx,µν = Ux,µ Ux+µ̂,ν U
†
x+ν̂,µ U

†
x,ν ,

where the parameter γ plays the role of inverse gauge
coupling.
The Hamiltonian H is invariant under local SU(Nc)

and global U(Nf ) transformations. Under these trans-
formations, the scalar field transforms under the funda-
mental representation of both groups. Note that U(Nf )
is not a simple group and thus we may separately con-
sider SU(Nf ) and U(1) transformations, that correspond
to Φaf →∑

g V
fgΦag, V ∈ SU(Nf ), and Φaf → eiαΦag,

α ∈ [0, 2π), respectively. Note that, since the diagonal
matrix with entries ei2π/Nc is an SU(Nc) matrix, α can be
restricted to [0, 2π/Nc) and the global symmetry group
is more precisely U(Nf )/ZNc

.
In this study we consider fixed-length fields satisfying

TrΦ†
x
Φ

x
= 1 (6)

and the lattice Hamiltonian

H = −Nf

∑

x,µ

ReTrΦ†
x
Ux,µ Φx+µ̂ (7)

+
v

4

∑

x

Tr (Φ†
x
Φx)

2 − γ

Nc

∑

x,µ>ν

ReTrΠx,µν .

This model can be formally obtained from the general
one by considering the limit u → ∞ keeping the ratio
r/u = −1 fixed. We expect it to have the same features
of models with generic values of r and u.

III. OBSERVABLES, ORDER PARAMETER
AND FINITE-SIZE SCALING

In our simulations we compute the energy density and
the specific heat, defined as

E = − 1

3V 〈H〉 , CV =
1

V
(
〈H2〉 − 〈H〉2

)
, (8)

where V = L3 is the volume of the lattice.
To study the breaking of the global U(Nf ) symmetry,

we monitor correlation functions of the gauge-invariant
bilinear operator

Afg
x

=
∑

a

Φ̄af
x
Φag

x
, Qfg

x
= Afg

x
− 1

Nf
δfg , (9)

which is invariant under the U(1) global transformations
and satisfies TrAx = 1 and TrQx = 0, because of the
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fixed-length constraint TrΦ†Φ = 1. We define its two-
point correlation function (since we use periodic bound-
ary conditions, translation invariance holds)

G(x− y) = 〈TrQxQy〉 , (10)

the corresponding susceptibility χ =
∑

x
G(x), and the

second-moment correlation length

ξ2 =
1

4 sin2(π/L)

G̃(0)− G̃(pm)

G̃(pm)
, (11)

where pm = (2π/L, 0, 0) and G̃(p) =
∑

x
eip·xG(x) is

the Fourier transform of G(x).
To monitor the breaking of the U(1) global symme-

try, we consider gauge-invariant operators that transform
nontrivially under these transformations. For Nc = 2, we
consider the bilinear operator

Y fg
x

= ǫab Φaf
x

Φbg
x
, (12)

where ǫab is the completely antisymmetric tensor in the
color space, with ǫ12 = 1. For Nf = 2, Y fg

x
is equivalent

to the determinant of Φx:

Y fg
x

= ǫfgDx , Dx ≡ detΦx , for Nc = Nf = 2 . (13)

We define the corresponding two-point correlation func-
tion

GY (x− y) = 〈Tr Y †
x
Yy〉 , (14)

the susceptibility χY =
∑

x
GY (x) and the second-

moment correlation length ξY as in Eq. (11). For Nc =
Nf = 2, GY can be written as

GY (x− y) = 2〈 D̄xDy〉 . (15)

In our numerical study we also consider the Binder pa-
rameter

U =
〈µ2

2〉
〈µ2〉2

, µ2 =
1

V2

∑

x,y

TrQxQy , (16)

and the ratio

Rξ = ξ/L . (17)

Analogous quantities UY and Rξ,Y can be defined using
the correlations of the operator Y defined in Eq. (12).
At a continuous phase transition, any RG invariant

ratio R, such as the Binder parameters U and UY or the
ratios Rξ and Rξ,Y , scales as [25]

R(β, L) = fR(X) + L−ωgR(X) + . . . , (18)

where

X = (β − βc)L
1/ν . (19)

The function fR(X) is universal up to a multiplicative
rescaling of its argument, ν is the correlation-length crit-
ical exponent, and ω is the exponent associated with the

leading irrelevant operator. In particular, R∗ ≡ fR(0) is
universal, depending only on the boundary conditions
and aspect ratio of the lattice. Since Rξ defined in
Eq. (17) is an increasing function of β, we can combine
the RG predictions for U and Rξ to obtain

U(β, L) = F (Rξ) +O(L−ω) , (20)

where F now depends on the universality class, boundary
conditions, and lattice shape, without any nonuniversal
multiplicative factor. Eq. (20) is particularly convenient
because it allows one to test universality-class predictions
without requiring a tuning of nonuniversal parameters.
The Binder parameter U is also useful to identify weak

first-order transitions, when large lattice sizes are re-
quired to observe a finite latent heat and bimodal energy
distributions. Indeed, while U is bounded as L → ∞
at a continuous transition, at a first-order transition its
maximum Umax increases as the volume [26–28], i.e.,

Umax = aV +O(1) , V = L3 . (21)

Therefore, U has a qualitatively different scaling behav-
ior for first- and second-order transitions. The absence
of a data collapse in plots of U versus Rξ may be consid-
ered as an early indication of the first-order nature of the
transition [29]. We also recall that, according to the stan-
dard phenomenological theory [26], the maximum value
Cmax(L) of the specific heat at first-order transitions is
expected to asymptotically increases as

Cmax(L) = V
[
1

4
∆2

h + O(1/V)
]
, (22)

where ∆h is the latent heat, defined as ∆h = E(β →
β+
c ) − E(β → β−

c ). Moreover the β values at the maxi-
mum of the specific heat converge to the transition point
as βmax,C(L)− βc ≈ cV−1.

IV. LOW-TEMPERATURE HIGGS PHASES

The lattice gauge models we consider may have dif-
ferent Higgs phases associated with different symmetry-
breaking patterns. They are determined by the minima
of the scalar potential

V (Φ) =
v

4
Tr (Φ†Φ)2 . (23)

In this section we discuss the main properties of these
phases, which depend on the parameter v, the number
of colors Nc and of flavors Nf . It is worth noting that
this discussion applies to generic D-dimensional systems,
therefore also to D = 4 space-time systems that may be
relevant in the context of high-energy physics.

A. Configurations in the zero-temperature limit

For β → ∞, the relevant configurations are those that
minimize V (Φ). To determine the minima, we use the
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singular-value decomposition that allows us to rewrite
the field Φ as

Φaf =
∑

bg

CabW bgF gf , (24)

where C ∈ U(Nc) and F ∈ U(Nf ) are unitary matrices,
and W is an Nc×Nf rectangular matrix. Its nondiagonal
elements vanish (W ij = 0 for i 6= j), while the diagonal
elements are real and nonnegative, W ii = wi > 0 (i =
1, ..., q),

q = Min[Nf , Nc] . (25)

Substituting the expression (24) in V (Φ), we obtain

V (Φ) =
v

4

q∑

i=1

w4
i . (26)

A straightforward minimization of this expression, sub-
ject to the constraint

TrΦ†Φ =

q∑

i=1

w2
i = 1 , (27)

gives two different solutions, that depend on the sign of
v:

(I) w1 = 1 , w2 = ... = wq = 0 , for v < 0 , (28)

(II) w1 = . . . = wq = 1/
√
q , for v > 0 . (29)

Analogous results hold for the general potential (4). If
we perform the substitution (24), we obtain the potential
of a q-component model with cubic anisotropy

V (Φ) =
r

2

(
∑

i

w2
i

)
+

u

4

(
∑

i

w2
i

)2

+
v

4

(
∑

i

w4
i

)
.

(30)
The minimum of the potential is w1 = . . . wq = 0 for
r > 0. It corresponds to the diagonally ordered state
w1 = . . . = wq > 0 for r < 0 and v > 0 (and u+ v/q > 0
for stability), and to the axis-aligned state w1 > 0, w2 =
. . . = wq = 0, for r < 0 and v < 0 (and u + v > 0 for
stability).
For solutions of type (I), we can rewrite the field as

Φaf = sazf , (31)

where s and z are unit-length complex vectors of dimen-
sion Nc and Nf , respectively, satisfying s̄ · s = 1 and
z̄ · z = 1.
For solutions of type (II), we have instead

Φaf =
1√
q

q∑

k=1

CakF kf . (32)

This expression can be further simplified, parameterizing
Φ in terms of a single unitary matrix. If Nf ≥ Nc, thus
q = Nc, we can rewrite Eq. (32) as

Φaf =
1√
Nc

Nf∑

g=1

ĈagF gf , (33)

where Ĉ = C ⊕ INf−Nc
is an Nf -dimensional unitary

matrix (Ip is the p-dimensional identity matrix). Since

Ĉ is a unitary matrix, we can express Φ in terms of a

single unitary matrix F ′ = ĈF , i.e., we can set C = I
in Eq. (32). Due to gauge invariance, F is an element of
U(Nf )/SU(Nc).
If Nf ≤ Nc, thus q = Nf , we can repeat the same

argument to show that one can set

F = I , Φaf = q−1/2 Caf , (34)

without loss of generality. Then, we can use the SU(Nc)
gauge transformations to further simplify the expression
of Φaf , obtaining

Φaf =
1√
Nf

φ δaf , (35)

where φ is a phase satisfying |φ| = 1. For Nf < Nc, the
phase φ can be eliminated by performing an appropriate
SU(Nc) gauge transformation [12, 13]. Indeed, let us
define the SU(Nc) matrix V = diag (g1, . . . , gNc

) with
ga = φ for 1 ≤ a ≤ Nf , ga = φ−Nf for a = Nf + 1, and
ga = 1 for a > Nf + 1. Then, we have

Φaf =
1√
Nf

φ δaf =
1√
Nf

∑

ab

V abδbf . (36)

Therefore, for Nf < Nc a representative of the mininum
configurations is simply

Φaf =
1√
Nf

δaf . (37)

To distinguish the nature of the zero-temperature con-
figurations, one can use the bilinear operator Ax defined
in Eq. (9). If the field is parametrized as in Eq. (24), we
have

TrA2 =

q∑

i=1

w4
i , (38)

so that

(I) TrA2 = 1, (II) TrA2 =
1

q
, (39)

for solutions of type (I) and (II), respectively.
We now discuss the large-β behavior of the gauge fields.

If we minimize the kinetic term (3), we obtain

Φx = Ux,µΦx+µ̂ . (40)

Repeated applications of this relation along a plaquette
lead to the equation Φx = ΠxΦx. For minimum config-
urations of type (I), using Eq. (31), we have

sa
x
=
∑

b

Πab
x
sb
x
, (41)
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i.e., Πx has necessarily a unit eigenvalue. Thus, for
β → ∞ there is still a residual dynamics of the gauge
fields, leading to a pure SU(Nc − 1) gauge model with
Hamiltonian HG(U). If the relevant configurations are
those of type (II), see Eq. (29), Πx has q unit eigen-
values, which further reduce the dynamics of the gauge
fields. In particular, for Nf ≥ Nc, Πx = 1 and the gauge
variables are gauge equivalent to the trivial configura-
tion, i.e. Ux,µ = V †

x
Vx+µ̂ where Vx ∈ SU(Nc). This is

true in a finite volume too, since the same argument can
be used to prove that also Polyakov loops winding around
the lattice converge to the identity as β → ∞.
In our discussion we have assumed that the relevant

scalar-field configurations in the large-β limit are only de-
termined by the potential term SV (Φ), as long as v 6= 0.
We show in App. A that this occurs for γ = 0 andNc = 2,
but we expect this to be a general result, as in the case of
the analogous model in which the scalar fields transform
in the adjoint representation of the gauge group (see the
appendix of Ref. [17]). For v = 0 the minimum configura-
tions are determined by the minima of the kinetic term
SK(Φ, U). For Nc ≥ 3 numerical results [12, 13] show
that the relevant configurations correspond to solution
(I), so that the fields can be parametrized as in Eq. (31).
This implies that the behavior is the same as for v < 0.
For Nc = 2, the large-β behavior for v = 0 differs from
that for v 6= 0, because of the global symmetry enlarge-
ment, as discussed in the Appendix of Ref. [13] and in
the Appendix A of this work.

B. The model for v < 0

For v < 0 the relevant minimum configurations take
the form (31). Modulo gauge transformations, they are
invariant under U(1)⊕U(Nf−1) transformations, leading
to the global-symmetry breaking pattern

U(Nf ) → U(1)⊕U(Nf − 1). (42)

We can also determine the gauge-symmetry breaking pat-
tern, i.e., the residual gauge symmetry of the minimum-
potential configurations, once Φaf has been fixed—as the
gauge symmetry cannot be spontaneously broken, this is
only possible by adding a suitable gauge fixing. We ob-
tain

SU(Nc) → SU(Nc − 1) , (43)

independently of the flavor number Nf .
The symmetry-breaking pattern (42) is the same as in

the CPNf−1 model. Thus, if the gauge dynamics is not
relevant at the transition, for v < 0 we expect the non-
Abelian gauge model with U(Nf ) global symmetry and
the CPNf−1 model to have the same critical behavior,
for any Nc. The correspondence between the two models
can also be established by noting that the relevant order
parameter at the transition is the bilinear combination

Ax defined in Eq. (9). For minimum configurations, it
takes the form

Afg
x

= z̄f
x
zg
x
, (44)

i.e., it represents a local projector onto a one-dimensional
space. If we assume that the critical behavior of the
gauge model is only determined by the fluctuations of
the order parameter Ax that preserve the minimum-
energy structure (44), the effective scalar model that de-
scribes the critical fluctuations can be identified with the
CPNf−1 model. Indeed, the standard nearest-neighbor
CPN−1 action is the simplest action for a local projector
Pαβ
x

:

HCP = −J
∑

x,µ

TrPxPx+µ̂ , Pαβ
x

= ϕ̄α
x
ϕβ
x
, (45)

where ϕα
x
is a unit complex vector. We recall that only

for N = 2 does the 3D CPN−1 model (45) undergo a
continuous transition, which belongs to the O(3) univer-
sality class. For N ≥ 3, the model undergoes first-order
transitions [29–31], in agreement with a general Landau-
Ginzburg-Wilson (LGW) argument [29]. Note, however,
that in some models that are expected to have the same
critical behavior as the CPN−1 model and that undergo
transitions with the same symmetry breaking pattern,
numerical studies favor a continuous transition also for
N = 3, see, e.g., Refs. [32–34]. The LGW argument
assumes that gauge fields do not play a role at the tran-
sition. If instead gauge fields become critical, contin-
uous transitions with symmetry breaking pattern (42)
are possible. These are controlled by the charged FP of
the Abelian-Higgs field theory [35, 36]. This occurs for
N > N⋆ with N⋆ = 7(2) in the 3D lattice Abelian-Higgs
model with noncompact gauge fields [23].
As we have already discussed, since U(Nf ) is not sim-

ple, we can separately break the SU(Nf ) and U(1) sub-
groups. For v < 0, Eq. (42) implies that we can only
observe the breaking of the SU(Nf ) group. The U(1) sub-
group is unbroken in the whole low-temperature phase.

C. The model for v > 0

The critical behavior is more complex for v > 0, as we
must distinguish three different cases: Nf < Nc, Nf =
Nc, and Nf > Nc. For Nf ≤ Nc, the minimum-potential
configurations take the form

Φaf =
1√
q
δaf , for Nf < Nc , (46)

Φaf =
1√
q
δafφ , φ ∈ U(1) , for Nf = Nc .

In these cases, we do not expect to observe transitions
controlled by the bilinear operator Q defined in Eq. (9).
Indeed, Q vanishes trivially for the configurations given
in Eq. (46). A stronger argument is provided by the
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analysis of the global-symmetry breaking pattern. The
global invariance group of the ordered phase is given by
the transformations B ∈ U(Nf ) such that

∑

g

BfgΦag =
∑

b

V abΦbf , (47)

for some SU(Nc) matrix V . For Nf = Nc, using Eq. (46),
we obtain B = V , i.e., the global invariance group is the
SU(Nf ) subgroup. Therefore, for Nf = Nc, the global
symmetry-breaking pattern is

U(Nf ) → SU(Nf ) . (48)

Thus, transitions associated with the breaking of the
U(1) invariance are possible.
For Nf < Nc, B can be any unitary matrix. Indeed,

if we take V = B ⊕ V2, where V2 is any unitary matrix
of dimension Nc −Nf , such that the product of the de-
terminants of B and V2 is 1, Eq. (47) is satisifed. There-
fore, for Nf < Nc any U(Nf ) transformation leaves the
minimum-potential configurations invariant. Thus, there
is no global symmetry breaking, and therefore no transi-
tion is expected.
When Nf > Nc, the minimum-potential configurations

take the form

Φaf =
1√
Nc

F af , F ∈ U(Nf ) . (49)

Moreover, see the discussion following Eq. (41), gauge
configurations are trivial. As before, we assume that in
the ordered phase the relevant fluctuations are those that
preserve this structure. Therefore, the field Φaf

x
can be

parameterized as in Eq. (49), with a site-dependent uni-
tary matrix Fx, and we can set Ux,µ = V †

x
Vx+µ̂ with

Vx ∈ SU(Nc). Substituting this parameterization in the
kinetic term of the Hamiltonian we obtain

HK = −Nf

Nc

∑

xµ

ReTr (F †
x
V̂ †
x
Y V̂x+µ̂Fx+µ̂) , (50)

where Y = INc
⊕ 0 is an Nf × Nf diagonal matrix in

which the first Nc elements are 1 and the other Nf −Nc

elements are 0, and V̂ = V ⊕ INf−Nc
. This action is

invariant under the global transformations Fx → FxM ,
with M ∈ U(Nf ), and under the local transformations

Fx → WxFx , V̂x → V̂xGx ,

Wx = W (1)
x

⊕W (2)
x

, Gx = W (1)
x

⊕ INf−Nc
,

(51)

where W
(1)
x ∈ SU(Nc), W

(2)
x ∈ U(Nf − Nc) (Fx is uni-

tary so that F †
x
Fx = INf

). The global symmetry of the
effective model that describes the critical fluctuations is
therefore

SU(Nf )

SU(Nc)⊗ SU(Nf −Nc)
, (52)

which corresponds to the global symmetry-breaking pat-
tern

U(Nf ) → SU(Nc)⊗U(Nf −Nc) . (53)

V. RG FLOW OF THE GAUGE FIELD THEORY

Previous studies of the critical behavior (or contin-
uum limit) of 3D lattice gauge theories with scalar mat-
ter have shown the emergence of two different scenarios.
In some models there are transitions where scalar-matter
and gauge-field correlations are both critical. In this case
the critical behavior is controlled by a charged FP in
the RG flow of the corresponding continuum gauge field
theory [2]. This occurs, for instance, in the 3D lattice
Abelian-Higgs model with noncompact gauge fields [23],
and in the compact model with q-charged (q ≥ 2) scalar
fields [24], for a sufficiently large number of components.
Indeed, the critical behavior along one of the transition
lines occurring in these models is associated with the
stable FP of the multicomponent scalar electrodynam-
ics or Abelian-Higgs field theory [35–41], characterized
by a nonvanishing gauge coupling.

Alternatively, it is possible that only scalar-matter cor-
relations are critical at the transition. The gauge vari-
ables do not display long-range correlations, although
their presence is crucial to identify the gauge-invariant
scalar-matter critical degrees of freedom. At these tran-
sitions, gauge fields prevent non-gauge invariant scalar
correlators from acquiring nonvanishing vacuum expec-
tation values and developing long-range order: the gauge
symmetry hinders some scalar degrees of freedom—those
that are not gauge invariant—from becoming critical.
In this case the critical behavior or continuum limit is
driven by the condensation of gauge-invariant scalar op-
erators that play the role of fundamental fields in the
LGW theory that should provide an effective description
of the critical dynamics. In the effective model, no gauge
fields are considered. The lattice Abelian-Higgs model
with compact gauge fields and unit-charge N -component
scalar fields is an example of this type of behavior [29, 30].

At present, for 3D nonabelian gauge theories, no con-
tinuous transition has been identified where the criti-
cal behavior can be conclusively associated with stable
charged FPs of the corresponding nonabelian continuum
field theory. Models with SU(Nc) and SO(Nc) local in-
variance have been numerically studied in Refs. [12–14],
but in all cases gauge fields were found to be not criti-
cal along the transition lines identified in these models:
the critical behavior could be explained in terms of ef-
fective LGW models of the scalar order parameter, with-
out gauge fields. Some hints of a new critical behavior
have been reported for SU(Nc) gauge theories with scalar
matter in the adjoint representation [17], but the role of
gauge fields is not yet clear.

In the following we consider the continuum SU(Nc)
gauge field theory that corresponds to the lattice model,
to check whether, and under which conditions, charged
FPs emerge. As in the lattice model, the fundamental
fields are a complex matrix Φaf (x) (a = 1, ..., Nc and
f = 1, ..., Nf), and an SU(Nc) gauge field Aa

µ(x). The
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Lagrangian is

L =
1

4g20
TrF 2

µν +Tr[(DµΦ)
†(DµΦ)] (54)

+
r

2
TrΦ†Φ+

u0

4
(TrΦ†Φ)2 +

v0
4
Tr (Φ†Φ)2 ,

where Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] and Dµ,ab =
∂µδab − itcabA

c
µ where tc are the SU(Nc) Hermitian gen-

erators in the fundamental representation.
To determine the nature of the transitions described by

the continuum SU(Nc) gauge theory (54), one studies the
RG flow determined by the β functions of the model in
the coupling space. Within the ǫ-expansion framework,
the RG flow close to four dimensions is determined by the
one-loop MS β functions. Introducing the renormalized
couplings u, v, and α = g2, the corresponding MS one-
loop β functions read [42]

βα = −ǫα+ (Nf − 22Nc)α
2 , (55)

βu = −ǫu+ (NfNc + 4)u2 + 2(Nf +Nc)uv + 3v2

−18 (N2
c − 1)

Nc
uα+

27(Nc − 1)(N2
c + 2Nc − 2)

N2
c

α2 ,

βv = −ǫv + (Nf +Nc)v
2 + 6uv − 18 (N2

c − 1)

Nc
vα ,

where ǫ ≡ 4− d. The normalizations of the renormalized
couplings can be inferred from the above expressions.
Close to four dimensions, a stable FP occurs for Nf >

N∗
f with N∗

f = 375.4 + O(ǫ) for Nc = 2, and N∗
f =

1003.7 + O(ǫ) for Nc = 3. The stable FP for Nf > N∗
f

is located in the region with positive values of v. This
can be also inferred by considering the large-Nf limit. In
this case the β functions (55) can be expressed in terms
of û ≡ Nfu, v̂ ≡ Nfv, and α̂ ≡ Nfα, as

βα̂ = −ǫα̂+ α̂2 , (56)

βû = −ǫû+Ncû
2 + 2ûv̂ ,

βv̂ = −ǫv̂ + v̂2 ,

which have a stable FP for

α̂∗ = ǫ , û∗ = 0, v̂∗ = ǫ . (57)

Since the stable FP in the large-Nf limit is located in the
region v > 0, it should describe continuous transitions
between the disordered phase and the positive-v Higgs
phase discussed in Sec. IVC. Thus the, corresponding
symmetry breaking pattern should be that reported in
Eq. (53).
We also note that the uncharged FP with vanishing

gauge coupling (α = 0) is always unstable with respect
to the gauge coupling, since the stability matrix Ωij =
∂βi/∂gj has a a negative eigenvalue

λα =
∂βα

∂α

∣∣∣∣
α=0

= −ǫ+O(ǫ2) . (58)

VI. PREDICTED PHASE DIAGRAMS

In this section we sketch the phase diagrams using the
theoretical arguments presented in Sec. IV and known
results for particular limiting cases. We will always as-
sume Nf > 1, since for Nf = 1 the phase diagram of the
model consists of a single phase [8–10]. The predictions
will be checked numerically for Nc = 2 and several values
of Nf in the next section. We mention that the phase di-
agram and critical behavior for v = 0 were investigated
in Refs. [12, 13].

A. Some particular cases

In the limit β → ∞ the behavior of the system is deter-
mined by the configurations minimizing the Hamiltonian.
As already discussed in Sec. IV, for v < 0 and v > 0, the
relevant configurations are different. For Nf ≥ Nc we ex-
pect two different Higgs phases depending on the sign of
v, while, for Nf < Nc, there is one Higgs phase only for
v < 0. For positive values of v the system is disordered
up to β = ∞. We therefore expect a first-order transi-
tion for v = 0 and any γ. This first-order transition is the
endpoint of a transition line (transition surface if we also
consider the parameter γ) for finite values of β. Its be-
havior depends on Nc. For Nc = 2 the global symmetry
for v = 0 is larger than for v 6= 0 [12, 13]. Therefore, for
Nc = 2 the finite-β transition line between the two differ-
ent low-temperature phases is expected to run along the
v = 0 axis. This is not true for Nc > 2, where the tran-
sition line between the different low-temperature phases
converges to v = 0 only for β → ∞.
In the limit γ → ∞, the gauge variables Ux,µ are equal

to the identity (strictly speaking, this is correct only in
the infinite-volume limit), apart from gauge transforma-
tions. Thus, the scalar fields interact with Hamiltonian

H = −Nf

∑

x,µ

ReTrΦ†
x
Φ

x+µ̂ +
v

4

∑

x

Tr (Φ†
x
Φx)

2 , (59)

with global symmetry U(Nf )⊗U(Nc). For v = 0 the
symmetry enlarges to O(M) with M = 2NfNc, so that
continuous transition should belong to the O(M) vector
universality class. The behavior of model (59) for v 6= 0
can be predicted by studying the RG flow of the LGW
Φ4 theory with the same global symmetry: continuous
transitions are possible only if a stable FP exists. Re-
sults for Nf = Nc, the relevant case for the chiral finite-
temperature transition of the strong-interaction theory
in the massless quark limit, are reported in Refs. [43–
45]. High-order 3D perturbative schemes [45] indicate
the presence of a stable FP (with v > 0) only for
Nf = Nc = 2; no stable FPs are found for Nf = Nc > 2.
Results for different Nc and Nf are presented in Ref. [46].
Stable FPs (again with v > 0) exist for sufficiently large
Nf > Nc [46]. In particular, for Nc = 2 the analysis [46]
of five-loop ǫ expansions shows that a 3D stable FP exists
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v

β

O(5)

U(1)
O(3)

0

Nf = Nc = 2

FIG. 1: A sketch of the phase diagram expected for Nf =
Nc = 2 in β-v planes at finite γ ≥ 0. There are two
transition lines for v 6= 0, meeting at a multicritical point
(v = 0, β = βmc) with O(5) simmetry. Continuous transitions
would belong to the O(3) and U(1) = SO(2) vector univer-
sality classes for v < 0 and v > 0, respectively. First-order
transitions are expected on the line (v = 0, β > βmc).

for Nf & 5 [close to four dimensions, a stable FP exists
only for Nf > N∗

f with N∗
f = 18.4853 +O(ǫ)].

The FPs occurring for γ = ∞ are expected to be un-
stable with respect to gauge interactions, as suggested by
the RG analysis reported in Sec. V: as soon as γ is finite
(or α is positive in the notations of Sec. V), the RG flow
moves away from the infinite-γ FP. However, for large
values of γ, the infinite-γ FP may give rise to sizeable
crossover effects, somehow controlling a preasymptotic
regime at phase transitions.

B. Phase diagrams for Nc = 2

The phase diagram of lattice SU(2) gauge theories dif-
fers from that of models with Nc > 2. This is related to
the presence for v = 0 of a larger global symmetry: the
theory is invariant under the Sp(Nf )/Z2 group, which
is larger than the U(Nf ) symmetry group of the model
for generic v 6= 0. This implies that transitions between
the different low-temperature phases discussed in Sec. IV
must be located within the plane v = 0 of the β-v-γ phase
diagram.

1. The case Nf = Nc = 2.

A sketch of the expected phase diagram for Nf = Nc =
2 for a fixed value of γ is reported in Fig. 1. We expect it
to qualitatively apply to any finite γ ≥ 0, except in the
γ → ∞ limit, as discussed in Sec. VIA.
For v < 0, as discussed in Sec. IVB, we expect the

model to behave as the CP1 model, so that continuous

transitions should belong to the O(3) vector universality
class. For v > 0, instead, as discussed in Sec. IVC, we
expect a transition line where the U(1) degrees of free-
dom condense. The two lines are expected to meet at a
multicritical point at v = 0, where the global symmetry
enlarges to Sp(2)/Z2=SO(5), due to the pseudoreality of
the SU(2) group; see, e.g., Refs. [47–50] for a discussion
in the continuum theory and Refs. [12, 13] for the lat-
tice case. Therefore, the critical behavior should belong
to the O(5) vector universality class. At the multicrit-
ical point, the two order parameters Q and Y defined
in Sec. III both show long-range order. Indeed, at the
multicritical point one can define a five-component real
order parameter [12, 13] that combines Q and Y :

ϕ(k)
x

=
∑

fg

σk
fgQ

fg
x

, k = 1, 2, 3 , (60)

ϕ(4)
x

+ iϕ(5)
x

=
1

2

∑

fg

ǫfgY
fg
x

= detΦ , (61)

where σk are the Pauli matrices.
Note that multicritical points arising from the compe-

tition of O(3) and U(1) order parameters do not generally
lead to a multicritical behavior with an enlarged SO(5)
symmetry, as discussed in Refs. [51, 52]. In the case at
hand, this occurs because the model for v = 0 is exactly
invariant under the larger group Sp(2)/Z2 =SO(5).
Close to the multicritical point, the free energy can be

written as [25, 51, 52]

Fsing = t3νfmc(vt
−φT ), (62)

where t ∼ β − βc(v = 0). In particular, [12, 13]
βc(v = 0) = 2.68885(5) and βc(v = 0) = 1.767(1) for
γ = 0 and βγ = 2 (i.e.,γ ≈ 1.13), respectively. Here
ν is the O(5) correlation-length exponent, ν = 0.779(3)
(Ref. [52]), and φT > 0 is the crossover exponent asso-
ciated with the RG dimension y2,2 of the relevant spin-
2 quadratic perturbation at the O(5) vector FP. This
is given by φT = y2,2 ν with [51] y2,2 = 1.832(8), thus
φT = 1.427(8). Since the transition lines βc(v) for v > 0
and v < 0 correspond to constant values of the argument
of the scaling function fmc, from the scaling behavior (62)
it follows that

|βc(v)− βc(v = 0)| ∼ |v|ζ , ζ = φ−1
T < 1 . (63)

This implies that the v > 0 and v < 0 transition lines
must approach the v = 0 axis tangentially.
It is interesting to compare the 3D phase diagram with

the one expected for finite-temperature 3D quantum sys-
tems, i.e., for the analogous lattice SU(2) gauge model
defined on a (3+1)-dimensional lattice in which the num-
ber Lt of sites in the fourth direction is fixed. In this case,
in the absence of matter fields, we have also a finite-γ Z2

transition associated with the breaking of the center sym-
metry of the SU(2) gauge group. Such a line may also
be present in the theory with scalar fields for small val-
ues of β, since, at small β, the integration of the scalar
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v

β

Sp(Nf )

?
CPNf−1

0

Nf > Nc = 2

FIG. 2: A sketch of the phase diagram expected for Nf >
Nc = 2 for fixed values of γ ≥ 0. For v < 0, γ should not play
any role and the transition line should of first order or belong
to the CPNf−1 universality class, if it exists. For v > 0, the
nature of the transition might depend on γ for sufficiently
large values of Nf . For v = 0 we have a first-order line ending
at a first-order multicritical point.

fields can only give rise to a renormalization of the gauge
coupling.

2. The case Nf > Nc = 2.

Let us now consider the case Nf > Nc = 2. The ex-
pected phase diagram is shown in Fig. 2. Also in this case
we have two different Higgs phases for β → ∞, charac-
terized by different global symmetry breaking patterns,
and an enlargement of the symmetry for v = 0.
For v < 0 the transition should behave as in the

CPNf−1 model. Generically, we expect a first-transition
line except, possibly, for small values of Nf (we recall
that the question of the existence of continuous transi-
tions in CPNf−1 models is stll debated [29, 32, 33]). For
v < 0, we do not expect γ to be relevant. Indeed, the
field-theory analysis of Sec. V shows that the RG flow
for v < 0 does not have stable FPs. Thus, no charged
critical behavior is expected.
For v > 0, we expect a transition line associated with

the symmetry breaking pattern (53). The nature of the
transition is, however, not clear, since for Nf > N⋆

f , the
field-theory RG flow has a stable FP, see Sec. V, indicat-
ing that gauge modes can become critical and change the
critical behavior. Therefore, a priori two different types
of critical behavior can occur. For Nf < N⋆

f , γ should
not play any role and the gauge model should behave as
the effective matrix model obtained by integrating the
gauge degrees of freedom (see App. A). The numerical
results of the next section indicate that the transition
line is of first order. For Nf ≥ N⋆

f , instead, one might
have two different regimes, depending on γ. For small γ,

v

β

CPNf−1

1st order

Nc ≥ 3
Nf < Nc

FIG. 3: A sketch of the phase diagram at fixed γ ≥ 0 expected
for Nf < Nc, Nc ≥ 3. For values of Nf for which there is no
CPNf−1 universality class, the whole line corresponds to first
order transitions.

the effective matrix model describes the critical behavior,
while for large values of γ a new critical behavior sets in,
controlled by the field-theory charged FP.
As it occurs for Nf = 2, for v = 0 the symmetry

enlarges to Sp(Nf )/Z2. Thus, we have a multicritical
point for v = 0 (LGW arguments predict the transition to
be of first-order for any Nf ≥ 3 [12, 13]) and a first-order
transition line, extending from the multicritical point to
β = ∞ along the v = 0 axis.

C. Phase diagrams for Nc ≥ 3

We now sketch the possible phase diagrams for Nc ≥ 3.
We must distinguish three cases, i.e., Nf < Nc, Nf = Nc

and Nf > Nc.
In Fig. 3 we show the expected phase diagram for

Nf < Nc and Nc ≥ 3. For v < 0, the behavior is inde-
pendent of Nc and thus the high-temperature disordered
phase and low-temperature Higgs phase are separated by
a transition line where the system behaves as the CPNf−1

model. In particular, for Nf = 2, transitions may be con-
tinuous, in the O(3) vector universality class. The results
of Refs. [12, 13] indicate that this line intersects the v = 0
axis at a finite β value. Presumably, it enters the v > 0
half-plane. However, since for v large enough the sys-
tem is disordered for any β, the curve should bend and
approach v = 0 as β → ∞. Note, that for large β, tran-
sitions should be of first order, hence a tricritical point
should be present, if the transitions are continuous for
v < 0 (this is the expected behavior for Nf = 2).
A possible phase diagram for Nc = Nf is shown in

Fig. 4, while the case Nc < Nf is reported in Fig. 5. The
qualitative behavior in these two cases should be similar
to that observed for Nc = 2. The only difference is the
absence of an enlarged symmetry for v = 0, so that the



10

v

β

CPNf−1
U(1)?

Nf = Nc ≥ 3

FIG. 4: A sketch of the phase diagram at fixed γ ≥ 0 expected
for Nf = Nc ≥ 3.

v

β

CPNf−1

?

Nf > Nc ≥ 3

FIG. 5: A sketch of the phase diagram at fixed γ ≥ 0 expected
for Nf > Nc ≥ 3.

v = 0 axis does not play any particular role. Therefore,
the multicritical point, on whose nature we have no pre-
diction, will be a generic point with v 6= 0. Analogously,
the first-order transition line that separates the two low-
temperature Higgs phases will be a generic line in the
β − v plane for each value of γ. The considerations we
made on the nature of the transition lines, but not of the
multicritical points, in Sections VIB1 and VIB 2 do not
depend on Nc and also apply here.

VII. NUMERICAL ANALYSES FOR Nc = 2

In this section we present some numerical results for
Nc = 2, to check the phase diagrams put forward in
Sec. VIB. Some technical details on the MC simulations
are reported in App. B.

-10 -5 0 5 10

(β − βc)L
1/ν

0

0.5

1

1.5

Rξ,Y

L=8
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L=16
L=24
L=32
L=48

Nc=2, Nf =2, v=1

2.46 2.48 2.5 2.52 2.54

β

0.25

0.5

0.75

1

Rξ,Y

L=8
L=12
L=16
L=24
L=32
L=48

Nc=2, Nf =2, v=1 

FIG. 6: Data of Rξ,Y for Nc = Nf = 2, γ = 0 and v = 1,

versus β (bottom) and versus (β − βc)L
1/ν (top). We use

the XY critical exponent ν = 0.6717 and our best estimate
βc = 2.502 of the critical point. The excellent collapse of the
data (top panel) demonstrates that the transition belongs to
the XY universality class.

A. Results for Nf = Nc = 2

To verify the phase diagram sketched in Fig. 1, and in
particular the existence of the O(3) and U(1) transition
lines meeting at the O(5) multicritical point located at
v = 0 axis and [12, 13] βc = 2.68885(5), we performed
numerical simulations for v = 1 and v = −1. As the
parameter γ should not play any role, we only performed
simulations for γ = 0.

For v = 1, the estimates of the order parameter Y fg
x

defined in Eq. (13), are reported in Figs. 6 and 7. The
data confirm the existence of a continuous transition at
β ≈ 2.50, which belongs to the U(1), or XY, universal-
ity class. Indeed, if we fit the data using the XY es-
timate ν = 0.6717(1) (see Refs. [25, 53–55]) we obtain
βc = 2.502(1) and an excellent collapse of the data (upper
panel of Fig. 6). The best evidence that the transition be-
longs to the XY universality class is provided by the plot
of UY versus Rξ,Y . Data approach the asymptotic uni-
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Fω(Rξ,Y
)

Nc=2, Nf =2, v=1

FIG. 7: Estimates of UY versus Rξ,Y for Nc = Nf = 2,
γ = 0 and v = 1. The continuous line is the XY uni-
versal curve F (Rξ) (taken from Ref. [56]). Estimates of
Lω[UY − F (Rξ,Y )] versus Rξ,Y , using the XY correction-to-
scaling exponent ω = 0.789, are reported in the inset. The
data show a reasonable scaling behavior, which is definitely
consistent with the scaling behavior (64).

versal curve F (Rξ) corresponding to the XY universality
class (the curve is taken from the appendix of Ref. 56).
Moreover, the approach to the universal XY curve, see
the inset of Fig. 7, is consistent with the expected FSS
scaling behavior

U(L,Rξ,Y )− F (Rξ,Y ) ≈ L−ωFω(Rξ,Y ) , (64)

where ω is the leading scaling-correction exponent and
Fω(Rξ) is a scaling function that is universal apart from
a multiplicative factor. If we use the XY estimate [54]
ω = 0.789(4), we observe a reasonable scaling, again con-
firming that the transition is related to the breaking of
the U(1) symmetry. The SU(Nf ) symmetry is unbroken
and the indeed, correlations of the bilinear operatorQ are
not critical (but still nonanalytic) for v > 0, as expected,
see Fig. 8.
In Figs. 9 and 10 we report results for v = −1. In this

case, the order parameter Qfg
x

defined Eq. (9) is critical,
signalling the breaking of the SU(2) symmetry and there-
fore the presence of a transition that belongs to the CP1

or O(3) universality class. In Fig. 9 we report a scaling
plot of Rξ using [57] the O(3) estimate ν = 0.71164(10)
(accurate estimates of the O(3) exponents can be found
in Refs. [25, 57–62]) and the estimate of the critical tem-
perature βc = 2.561(1), obtained by performing biased
fits of the data, in which ν was fixed to the O(3) value.
The agreement is excellent. As before, we also considered
U versus Rξ. Data fall on top of the O(3) curve (it is re-
ported in the appendix of Ref. [56]) with small corrections
that are consistent with Eq. (64) and the O(3) value of
the scaling-correction exponent, [57] ω = 0.759(2). We
also mention that correlations of the operator Yx are not
critical, as expected.

2 2.5 3 3.5

β

0.8

1

1.2

1.4

1.6

ξ
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Nc=2, Nf =2, v=1

2 2.5 3 3.5

β
1.6

1.62
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L=24
L=48Nc=2, Nf =2, v=1

FIG. 8: Data of ξ (top) and U (bottom) for Nc = Nf = 2,
γ = 0 and v = 1, as obtained from the correlations of the
bilinear operator Qx. They clearly show that the correlations
of the bilinear operator Q do not become critical for v > 0,
as expected.
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FIG. 9: Plot of Rξ for Nc = Nf = 2, γ = 0 and v = −1,

versus (β−βc)L
1/ν , using the O(3) critical exponent [54] ν =

0.71164 and our best estimate βc = 2.561 of the critical point.
The excellent collapse of the data supports the O(3) critical
behavior.
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FIG. 10: U versus Rξ, as obtained from the correlations of the
bilinear operator Q, for Nc = Nf = 2, γ = 0 and v = −1. The
data appear to approach the universal curve corresponding
to the O(3) universality class [56]. In the inset we report
Fω(Rξ) ≡ Lω[U−F (Rξ)] versusRξ, using the O(3) correction-
to-scaling exponent [57] ω = 0.759. The data, in particular
those for the largest available lattice sizes, show a reasonably
good scaling.

In conclusion, our numerical results confirm the dis-
cussion of Sec. VIB, and are fully consistent with the
phase diagram reported in Fig. 1. We expect the same
qualitative behavior for any finite inverse gauge coupling
γ > 0.

B. Results for Nf > Nc = 2

We now present some numerical results for two large
values of Nf , Nf = 20 and Nf = 40, to check whether
the lattice model develops a critical behavior that can
be associated with the charged FP of the correspond-
ing SU(Nc) gauge field theory. As we have discussed in
Sec. V, the charged FP is expected to be present only
if the gauge fields develop a critical dynamics. There-
fore, we expect such a behavior for nonvanishing values
of γ. For γ = 0, the gauge fields can be integrated out
and one obtains an effective scalar model for the two or-
der parameters, whose critical behavior should be well
described within the standard LGW approach without
gauge fields, see App. A.
For Nf = 20, we have performed simulations for two

values of γ, choosing γ = 1 and 3. For γ = 1, we have
also studied the v dependence, considering v = 1 and
v = 10. Results for γ = 1 depend only weakly on v and
indeed, we find that both models undergo a transition
for a similar values of β, βc ≈ 1.28. The results for the
specific heat CV and the Binder parameter U are shown
in Figs. 11 and 12, respectively. They are consistent with
a first-order transition: we do not observe scaling when
U is plotted against Rξ and the maximum of U increases

1.24 1.26 1.28

β
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Nc=2, Nf =20, γ=1, v=10
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FIG. 11: Data for the specific heat CV for Nc = 2, Nf = 20,
γ = 1, v = 10 (top) and v = 1 (bottom). The apparent di-
vergence of CV with increasing L supports a first-order tran-
sition.

with L. Also the data for γ = 3 and v = 1 favor a first-
order transition, see Fig. 13, at βc ≈ 1.16. The transition
is weaker than that observed for γ = 1, and indeed larger
lattices are needed to observe the emergence of the typ-
ical features of first-order transitions. This is not unex-
pected, since the transition may become continuous for
γ → ∞, controlled by the stable FP of the matrix model
(59), see Sec. VIA.

As no evidence for a charged FP was found for Nf =
20, we decided to study the model for an even larger
number of flavors. We chose Nf = 40 and performed
simulations for γ = 0 and 1, and also for the matrix
model obtained in the limit γ = ∞ (it amounts to setting
Ux,µ = 1 on every link). As v does not play a role, we
always fixed v = 1.

For γ = 0, we observe a very strong first-order tran-
sition at βc ≈ 1.2. Already on small lattices, there are
long-living metastable states and we are not able to ther-
malize the system for L & 12. There is apparently no FP
in the model in which gauge fields are integrated out.
To detect the possible presence of a charged FP, we per-
formed simulations for a finite value of γ, choosing γ = 1.
Results corresponding to 8 ≤ L ≤ 28 are fully consistent
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FIG. 12: The Binder parameter U versus the ratio Rξ for
Nc = 2, Nf = 20, γ = 1, v = 10 (top) and v = 1 (bottom).
Data do not of converge and the maximum of the Binder
parameter U increases with increasing L, as expected for a
first-order transition (see the discussion at the end of Sec. III).
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FIG. 13: The Binder parameter U versus the ratio Rξ for
Nc = 2, Nf = 20, v = 1, and γ = 3. No scaling is observed,
indicating that the transition is of first order.
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FIG. 14: The Binder parameter U versus the ratio Rξ for
Nc = 2, Nf = 40, v = 1, and γ = 1. The data appear to
converge to a scaling curve with increasing L, consistently
with a continuous transition.

with a continuous transition at βc ≈ 1.18. First, the spe-
cific heat is apparently bounded—its maximum does not
increase with L. Second, the plot of the Binder parame-
ter versus Rξ, see Fig. 14, shows a reasonably good scal-
ing. In particular, the maximum of the Binder parameter
does not increase with L. On the contrary, it apparently
decreases with increasing sizes (we find Umax ≈ 1.06,1.04
for L = 12 and 28, respectively), a phenomenon that is
not consistent with a first-order transition. The strong
peak in the Binder parameter can be interpreted as a
crossover effect, due to the first-order transition line that
is expected to be present for smaller values of γ and that
ends in the transition point at βc ≈ 1.2, γ = 0.

As the transition for γ = 1 is apparently continuous, it
is interesting to determine the corresponding critical ex-
ponents. The exponent ν has been determined by fitting
Rξ to f(X), with X = (β − βc)L

1/ν . We have param-
eterized the function f(X) with an order-n polynomial
(stable results are obtained for n & 15). We have per-
formed several fits, including each time only data satis-
fying L ≥ Lmin (we used Lmin = 8, 12, 16). Moreover,
as corrections appear to be stronger in the region where
U has a peak, we also investigated how results change
if only data satisfying Rξ ≥ 0.20 are considered. The
results of these analyses are consistent with

βc = 1.1864(1) , ν = 0.74(2) . (65)

In Fig. 15 we report the plots of U and Rξ versus X , us-
ing the estimates (65). We observe good scaling, except
for X . −0.8, where U has a peak. Note that ν > 2/3,
and thus the result is consistent with a finite specific heat
at the transition for L → ∞. We have also estimated the
exponent ηQ that characterizes the behavior of the sus-
ceptibility, χ ∼ L2−ηQ at the critical point. To estimate
ηQ we have fitted logχ to (2− ηQ) logL+ gχ(Rξ), using
a polynomial parametrization for the function g(x). We
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FIG. 15: Binder paramer U (top) and correlation-length ratio

Rξ (bottom) versus X = (β − βc)L
1/ν for Nc = 2, Nf = 40,

v = 1, and γ = 1. We set βc = 1.1864 and ν = 0.74. The inset
in the upper panel gives a more detailed view of the behavior
of the Binder parameter for −1.2 ≤ X ≤ −0.8, the values of
X where U has a peak.
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FIG. 16: Estimates of LηQ−2χ versus Rξ, for Nc = 2, Nf =
40, v = 1, and γ = 1. We set ηQ = 0.89.
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FIG. 17: The Binder parameter U versus the ratio Rξ for
Nc = 2, Nf = 40, v = 1, and γ = ∞ (ungauged matrix
model).

find

ηQ = 0.89(3). (66)

Scaling is excellent, as shown in Fig. 16.
The transition we have identified for γ = 1 can be

naturally associated with the charged FP of the SU(Nc)
field theory (54). A conclusive proof would require a
detailed analysis of the gauge correlations. However, note
that such a FP disappears as γ is decreased towards zero
and is not present in the matrix model in which the gauge
fields are integrated out, confirming that gauge fields do
indeed play a role. It would be interesting to compare
the estimates of the critical exponents with the large-Nf

predictions computed in the gauge field theory—these
results are not available at present—as this would provide
a more quantitative check of the identification.
As a final check, we have studied the behavior of the

model for γ = ∞, to exclude that the observed behavior
for γ = 1 is simply a crossover effect due to the presence
of a continuous transition in the infinite-γ matrix model.
We recall that the model in the γ → ∞ limit becomes
equivalent to the lattice scalar model (59), which can
have continuous transitions for sufficiently large Nf , and
in particular for Nf = 40, see Sec. VIA. MC simulations
of the ungauged matrix model provide evidence of a phase
transition for βc ≈ 1.00. In Fig. 17 we report U versus
Rξ. We observe excellent scaling, indicating that the
transition is continuous. The curve we obtain is quite
different from the one obtained for γ = 1, see Fig. 14.
For instance, in the matrix model the maximum of U is
approximately 1.007, which is significantly smaller than
the value obtained for γ = 1, see the inset in the upper
panel of Fig. 15.
We have also determined the exponents for the matrix

model. Although we only have data for 8 ≤ L ≤ 16,
scaling corrections are small. Analyzing the data as we
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did for γ = 1, we obtain

βc = 1.0079(4) , ν = 0.975(5) , ηQ = 1.147(5) . (67)

Note that ηQ is the critical exponent associated with the
composite operator Q and it should not be confused with
the exponent η that characterizes the critical behavior of
the correlations of the fundamental field Φaf , that are
well defined in the ungauged model. The estimates of
the exponents are very different from those obtained for
finite γ, again excluding that the results for γ = 1 are a
crossover due to the presence of a continuous transition
in the ungauged matrix model.

VIII. CONCLUSIONS

We have investigated how nonabelian global and gauge
symmetries shape the phase diagram of 3D lattice gauge
theories. We consider a model with SU(Nc) local invari-
ance and U(Nf ) global invariance, in which the scalar
fields transform under the fundamental representation
of both groups. We use a standard formulation with
nearest-neighbor couplings [1], considering the most gen-
eral quartic scalar potential compatible with the given
global and gauge symmetry, cf. Eq. (4). We deter-
mine the low-temperature Higgs phases and the nature
of the phase transitions, as a function of the parame-
ter v entering the quartic potential, defined in Eq. (7).
This study extends the one reported in Refs. [12, 13]
for maximally symmetric scalar potentials, correspond-
ing to fixing v = 0. We show that such an extension
to multiparameter quartic parameters give rise to var-
ious notable scenarios, characterized by different low-
temperature Higgs phases.
The analysis of the minimum-energy configurations al-

lows us to determine the main features of the phase di-
agram. We determine the ordered Higgs phases, their
global and gauge symmetry-breaking pattern, and the
nature of the transition lines between the various phases.
These features depend on the scalar-potential parameter
v and on the number of colors and flavors, Nc and Nf ,
respectively. We observe qualitative differences between
the cases Nc = 2 and Nc > 2, and the cases Nf < Nc,
Nf = Nc and Nf > Nc, as sketched in Figs. 1, 2, 3, 4,
and 5. In particular, for Nf ≥ Nc the phase diagram
presents two distinct Higgs phases, associated with dif-
ferent global and gauge symmetry-breaking patterns.
To check the theoretical arguments, we performed nu-

merical MC simulations for Nc = 2. For v = 0 and
any Nf , the model is invariant under a larger symme-
try group, namely Sp(Nf )/Z2. Therefore, a first-order
transition line is expected on the v = 0 axis for suffi-
ciently large values of β, separating two different low-
temperature ordered phases corresponding to v > 0 and
v < 0, respectively, see Figs. 1 and 2. In particular, for
Nf = 2, the global symmetry of the model with v = 0
enlarges to Sp(2) ≃ O(5), leading to the emergence of

an O(5) multicritical point, where the continuous transi-
tion lines extending within the regions v > 0 and v < 0
meet. According to the theoretical arguments reported
in Secs. IV and VI, for v > 0 the transition line be-
longs to the XY universality class—the corresponding or-
der parameter is the determinant of the scalar fields, see
Eqs. (12) and (13)— while, for v < 0, it belongs to the
O(3) universality class, being associated with the conden-
sation of the gauge-invariant bilinear operator defined in
Eq. (9). The FSS analyses of the numerical data support
these theoretical predictions, thus conferming the phase
diagram sketched in Fig. 1.
We also present results for larger values of Nf , focus-

ing on the phase behavior for v > 0, whose nature is
unknown, see Fig. 2 and the corresponding discussion in
Sec. VI. In particular, we address the question of the ex-
istence of transitions that can be associated with the sta-
ble charged FP that is present in the scalar SU(2) gauge
field theory—the corresponding Lagrangian is reported
in Eq. (54)—for large values of Nf .
This issue has been recently addressed in the Abelian-

Higgs field theory characterized by a local U(1) and a
global U(Nf ) symmetry. Field theory predicts the exis-
tence of a stable charged FP for a sufficiently large num-
ber of components [35–41]. In the ǫ-expansion approach,
such a FP only exists for Nf > N∗

f (d), where d is the

space dimension. In d = 4 dimensions, N∗
f (4) ≈ 183.

However, corrections in the expansion in powers of ǫ =
4 − d are large and four-loop results provide a signifi-
cantly smaller estimate in d = 3, N∗

f (3) ≈ 12. Recent
numerical work on the 3D lattice Abelian-Higgs model
with noncompact gauge fields [23] identified a transi-
tion line along which critical exponents are in quanti-
tative agreement with the field theory large-Nf predic-
tions: these transitions can therefore be associated with
the charged FP. These results provided the estimate [23]
N∗

f (3) = 7(2), confirming that the large value in four di-

mensions, N∗
f (4) ≈ 183, is quantitatively not relevant for

the 3D case. It is worth noting that the charged FP is
also relevant for some transitions occuring in the com-
pact Abelian-Higgs model when the scalar matter has a
charge larger than one [24].
As it occurs in the scalar U(1) field theory, SU(2) field

theories have a stable charged FP in the region v > 0
for Nf > N∗

f (d). Close to four dimensions, N∗(d) is very

large, indeed N∗
f (4) ≈ 376, see Sec. V. However, it is con-

ceivable that the critical value N∗
f (3) in three dimensions

is significantly smaller than the four-dimensional one, as
it occurs in the Abelian-Higgs models. To check whether
3D SU(2) lattice models undergo transitions associated
with the field-theory charged FP, we have performed sim-
ulations for two large number of components, Nf = 20
and Nf = 40. For Nf = 20 we have only evidence of
first-order transitions. A continuous transition is instead
observed for Nf = 40, γ = 1, and v = 1. The transi-
tion becomes of first order in the infinite-gauge coupling
limit (γ → 0), in which gauge fields can be integrated
out, confirming that the gauge dynamics is relevant for
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the existence of the continuous transition. This leads us
to conjecture that the continuous transition observed for
Nf = 40 and finite γ > 0 is associated with the charged
FP of the SU(Nc) field theory with Lagrangian (54). If
the association is correct, our results allow us to estimate
N∗

f in three dimensions. The critical value N∗
f (3) is large,

20 < N∗
f (3) < 40, but still significantly smaller that the

four-dimensional value.
It is clear that significant additional work is needed

to fully clarify this issue. On the numerical side, a de-
tailed analysis of gauge correlations at the transition is
clearly required, while on the field-theory side it would
be important to have quantitative predictions for uni-
versal quantities, for instance, for the critical exponents.
Indeed, this would allow us to perform a more quantita-
tive comparison between the numerical results obtained
in the simulation of the lattice gauge model and the cor-
responding SU(Nc) field theory predictions. A complete
understanding of this issue is fundamental to clarify if
and how the nonabelian gauge field theory can be real-
ized in 3D statistical models sharing the same global and
local symmetries.
Acknowledgement. Numerical simulations have been

performed using the CSN4 cluster of the Scientific Com-
puting Center at INFN-PISA and the Green Data Center
of the University of Pisa.

Appendix A: Effective model for Nc = 2

In this Appendix we briefly discuss the effective scalar
model that can be obtained for γ = 0 be integrating out
the gauge fields. We will use the results of Ref. [63] for
SU(N) link integrals. We define

Sab = −1

2
Nfβ

∑

f

Φaf
x+µ̂(Φ

bf
x
)∗ (A1)

and the invariant combination

Kx,µ = Tr SS† + detS + detS† (A2)

=
1

4
Nfβ

2 +
1

4
N2

fβ
2 ×

∑

fg

(Qfg
x+µ̂Q

fg
x

+
1

2
Ȳ fg
x+µ̂Y

fg
x

+
1

2
Y fg
x+µ̂Ȳ

fg
x

).

Then, we obtain
∫
[dU ]e−βHK = C exp

∑

x,µ

ln[I1(2Kx,µ)/
√
Kx,µ], (A3)

where C is an irrelevant constant and I1(x) is a modified
Bessel function. Since

Tr (Φ†Φ)2 = Tr Q2 − 1

Nf
= Tr Ȳ Y + 1− 1

Nf
, (A4)

we see that, for any Nf , in the absence of the gauge cou-
pling, the gauge model is equivalent to a matrix model for

the order parameters Q and Y . Note also that Kx,µ can
be expressed in terms of the Sp(Nf ) order parameter de-
fined in Ref. [13], explicitly showing the larger symmetry
of the model for v = 0.
We can also use these expressions to discuss the large-

β limit. In this case we have translation invariance—the
fields do not depend on x. If we use the singular value
decomposition (24), we find that K becomes independent
of the scalar fields, namely

K =
β2N2

f

4
(w2

1 + w2
2)

2 =
β2N2

f

4
. (A5)

This result proves that for v = 0 and β → ∞ the
scalar fields are uniformly distributed, as already shown
in Ref. [13]. Moreover, the scalar kinetic term is irrele-
vant in determining the Higgs phases at low temperature:
they are uniquely fixed by the scalar potential.

Appendix B: Monte Carlo simulations

We performed MC simulations on cubic lattices with
periodic boundary conditions. We used two different up-
dates of the complex scalar field Φaf . The first one is
a standard Metropolis update [64] that rotates two ran-
domly chosen elements of Φab

x
(denoted by φ1 and φ2 in

the following). More precisely the proposed update is

φ′
1 = cos θ1e

iθ2φ1 + sin θ1e
iθ3φ2

φ′
2 = − sin θ1e

iθ2φ1 + cos θ1e
iθ3φ2 ,

(B1)

where the angles θi are uniformly distributed in [−α, α],
and the value of α are chosen to obtain an acceptance
of approximately 30%. In the second update we propose
the change

Φ′
x
=

2ReTr
(
Φ†

x
Sx

)

Tr
(
S†
xSx

) Sx − Φx , (B2)

where Sx is the matrix

Sx =
∑

µ

(Ux,µΦx+µ̂ + U †
x−µ̂,µΦx−µ̂) . (B3)

Such a deterministic update satisfies detailed balance
(since it is involutive), and for v = 0 would be an over-
relaxation step [65]. For v 6= 0 this move is accepted
or rejected using a standard Metropolis test, and for the
parameters used in this work a typical value of the corre-
sponding acceptance rate is 90%. Link variables were up-
dated using the Metropolis algorithm, with the proposed
update Ux,µ → V Ux,µ, where V is an SU(Nc) matrix
close to the identity and V or V † were used with a 50%
probability to ensure detailed balance. Also in this case
the maximal distance of V from the identity matrix was
chosen in such a way to have an average 30% acceptance
ratio.
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We call lattice iteration a series of 10 lattice sweeps in
which we sequentially update the scalar field on all the
sites and the gauge field on all the links. In 9 lattice
sweeps we use the pseudo-overrelaxed update with pro-
posal (B2), while in 1 sweep we use the update based on
the proposal (B1). This ratio of 1 to 9 was kept fixed for
all the cases studied in this work, since we verified the au-
tocorrelation times to be small enough for our purposes,
and we did not pursued any further parameter optimiza-

tion.
Measures where performed after every lattice iteration,

and for the largest lattice sizes typical statistics of our
runs were ≈ 3 × 106 measures in the case of two-flavor
models, and ≈ 8 × 105 and ≈ 4 × 105 for Nf = 20 and
Nf = 40 respectively. To analyze data and estimate error
bars we used standard blocking and jackknife techniques,
and the maximum blocking size adopted was of the order
of 103 data.
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SU(N) Neèl to valence-bond solid quantum phase tran-
sition at large N , Phys. Rev. Lett. 108, 137201 (2012)

[35] B. Ihrig, N. Zerf, P. Marquard, I. F. Herbut, and M. M.
Scherer, Abelian Higgs model at four loops, fixed-point
collision and deconfined criticality, Phys. Rev. B 100,
134507 (2019).

[36] M. Moshe and J. Zinn-Justin, Quantum field theory in
the large N limit: A review, Phys. Rep. 385, 69 (2003).

[37] B. I. Halperin, T. C. Lubensky, and S. K. Ma, First-Order
Phase Transitions in Superconductors and Smectic-A
Liquid Crystals, Phys. Rev. Lett. 32, 292 (1974).

[38] P. Di Vecchia, A. Holtkamp, R. Musto, F. Nicodemi, and
R. Pettorino, Lattice CPN−1 models and their large-N
behaviour, Nucl. Phys. B 190, 719 (1981).

[39] R. Folk and Y. Holovatch, On the critical fluctuations in
superconductors, J. Phys. A 29, 3409 (1996).

[40] V. Yu. Irkhin, A. A. Katanin, and M. I. Katsnelson, 1/N
expansion for critical exponents of magnetic phase tran-
sitions in the CPN−1 model for 2 < d < 4, Phys. Rev. B
54, 11953 (1996).

[41] R. K. Kaul and S. Sachdev, Quantum criticality of U(1)
gauge theories with fermionic and bosonic matter in two
spatial dimensions, Phys. Rev. B 77, 155105 (2008).

[42] R. Cipolloni, Sapienza Master thesis, in preparation.
[43] R. D. Pisarski and F. Wilczek, Remarks on the chiral

phase transition in chromodynamics, Phys. Rev. D 29,
338 (1984).

[44] A. Butti, A. Pelissetto, and E. Vicari, On the nature of
the finite-temperature transition in QCD, J. High Energy
Phys. 08, 029 (2003).

[45] A. Pelissetto and E. Vicari, Relevance of the axial
anomaly at the finite-temperature chiral transition in
QCD, Phys. Rev. D 88, 105018 (2013).

[46] P. Calabrese and P. Parruccini, Five-loop epsilon expan-
sion for U(n)⊗U(m) models: finite-temperature phase
transition in light QCD, J. High Energy Phys. 05 (2004)
018.

[47] H. Georgi, Weak interactions and modern particle theory,
(The Benjamin/Cummings Publishing Company, Menlo
Park, California, 1984).

[48] P. Arnold and L. G. Yaffe, The ǫ expansion and the elec-
troweak phase transition, Phys. Rev. D 49, 3003 (1994).

[49] P. S. Bhupal Dev and A. Pilaftsis, Maximally Symmetric
Two Higgs Doublet Model with Natural Standard Model
Alignment, JHEP 1412, 024 (2014); (Erratum) JHEP
1511, 147 (2015).

[50] C. Wang, A. Nahum, M. A. Metlitski, C. Xu, and T.
Senthil, Deconfined Quantum Critical Points: Symme-

tries and Dualities, Phys. Rev. X 7, 031051 (2017).
[51] P. Calabrese, A. Pelissetto, and E. Vicari, Multicriti-

cal behavior of O(n1)⊕O(n2)-symmetric systems, Phys.
Rev. B 67, 054505 (2003).

[52] M. Hasenbusch, A. Pelissetto, and E. Vicari, Instability
of the O(5) critical behavior in the SO(5) theory of high-
Tc superconductors, Phys. Rev. B 72 014532 (2005).

[53] M. Campostrini, M. Hasenbusch, A. Pelissetto, and E.
Vicari, Theoretical estimates of the critical exponents of
the superfluid transition in 4He by lattice methods, Phys.
Rev. B 74, 144506 (2006).

[54] M. Hasenbusch, Monte Carlo study of an improved clock
model in three dimensions, Phys. Rev. B 100, 224517
(2019).

[55] S. M. Chester, W. Landry, J. Liu, D. Poland, D.
Simmons-Duffin, N. Su, and A. Vichi, Carving out OPE
space and precise O(2) model critical exponents, J. High
Energy Phys. 06, 142 (2020).

[56] C. Bonati, A. Pelissetto and E. Vicari, Lattice gauge the-
ories in the presence of a linear gauge-symmetry break-
ing, Phys. Rev. E 104, 014140 (2021).

[57] M. Hasenbusch, Monte Carlo study of a generalized icosa-
hedral model on the simple cubic lattice, Phys. Rev. B
102, 024406 (2020).

[58] S. M. Chester, W. Landry, J. Liu, D. Poland, D.
Simmons-Duffin, N. Su, and A. Vichi, Bootstrap-
ping Heisenberg magnets and their cubic instability,
arXiv:2011.14647.

[59] M. V. Kompaniets and E. Panzer, Minimally subtracted
six-loop renormalization of φ4-symmetric theory and crit-
ical exponents, Phys. Rev. D 96, 036016 (2017).

[60] M. Hasenbusch and E. Vicari, Anisotropic perturbations
in 3D O(N) vector models, Phys. Rev. B 84, 125136
(2011).

[61] M. Campostrini, M. Hasenbusch, A. Pelissetto, P. Rossi,
and E. Vicari, Critical exponents and equation of state
of the three-dimensional Heisenberg universality class,
Phys. Rev. B 65, 144520 (2002).

[62] R. Guida and J. Zinn-Justin, Critical exponents of the
N-vector model, J. Phys. A 31, 8103 (1998).

[63] R. Brower, P. Rossi, and C.-I.Tan, The external field
problem for QCD, Nucl. Phys. B 190, 699 (1981).

[64] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth,
A. H. Teller, and E. Teller, Equation of state calcula-
tions by fast computing machines, J. Chem. Phys. 21,
1087 (1953).

[65] M. Creutz, Overrelaxation and Monte Carlo Simulation,
Phys. Rev. D 36, 515 (1987).

http://arxiv.org/abs/2011.14647

