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#### Abstract

We construct a global Lindblad master equation for a Kitaev quantum wire of finite length, weakly coupled to an arbitrary number of thermal baths, within the Born-Markov and secular approximations. We find that the coupling of an external bath to more than one lattice site generates quantum interference effects, arising from the possibility of fermions to tunnel through multiple paths. In the presence of two baths at different temperatures and/or chemical potentials, the steady-state particle current can be expressed through the Landauer-Büttiker formula, as in a ballistic transport setup, with the addition of an anomaly factor associated with the presence of the $p$-wave pairing in the Kitaev Hamiltonian. Such a factor is affected by the ground-state properties of the chain, being related to the finite-size equivalent of its Pfaffian topological invariant.
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## I. INTRODUCTION

Characterizing the nonequilibrium features of quantum many-body systems is one of the cornerstone problems in modern condensed-matter physics. This task becomes even more complex in the presence of interactions with an external environment, where even the system-bath modelization presents intrinsic conceptual issues.

Open quantum systems are generally described by density operators, whose time evolution is governed by suitable master equations [1,2]. The most studied setting lies within the weak-coupling hypothesis, leading to a Markovian behavior that is captured by the well-known Lindblad equation [3]. Relaxing the above condition may lead to memory effects that give rise to more complex situations governed by integro-differential master equations, whose description poses some subtleties which are still the object of research. Even restricting ourselves to Markovian master equations, a proper description of interactions with the environment generally requires full knowledge of the eigendecomposition of the system Hamiltonian, which is feasible only for special classes of many-body systems or in specific situations [4-9]. In fact, most studies in the many-body realm stick with local forms of Lindblad jump operators in the master equations (see, e.g., Ref. [10] and references therein). Even if this hypothesis can be considered safe in several important situations, as in quantum optical implementations [11], this is not true for many other applications in condensed-matter physics, as in solid-state devices.

Here we discuss the role that an external thermal environment may have in a superconducting nanowire under the regime of weak and Markovian coupling. Namely, we study the quantum dynamics of the Kitaev chain governed by a global Lindblad master equation, which can be microscopically derived in a self-consistent way using the spectral decomposition obtained through a Bogoliubov approach [9].

This treatment fully captures the effects induced in the system by the presence of weak interactions with an arbitrary number of thermal baths.

The Kitaev model is a simple toy model of a parityconserving quadratic fermionic chain [12]. Nonetheless, it constitutes a prototypical example to describe onedimensional spin-polarized superconductors, with the appearance of a nontrivial topology related to the emergence of edge states in the form of an unbound pair of Majorana fermions [13,14]. For this reason, it has recently been the object of intense theoretical and experimental investigations [15,16], while the debate on the detection of Majorana modes, e.g., in the form of a zero-bias peak in the tunneling conductance, is still vivid $[17,18]$. Understanding the topological features of matter through this kind of model is also useful for developing new platforms for quantum computation and information processing [19]. We finally recall that, by tuning the various Hamiltonian parameters, we can study the critical properties of the emerging topological quantum phase transition (QPT), lying in the two-dimensional Ising universality class [20].

Due to the broad significance of the Kitaev chain in several contexts, proper comprehension of the decoherence effects emerging when immersed into some environment is relevant not only from an abstract point of view, as in topology physics or in critical phenomena, but also for practical purposes in quantum simulation of Majorana nanowires [21]. In this respect, previous investigations shed light on the role of dissipative and dephasing noise, which induces certain types of transitions between the eigenstates of the system [22], as well as on the dynamical behavior of the system (with emphasis on its topological features) under time-periodic modulation of its Hamiltonian parameters [23] or in the presence of environments modeled by sets of harmonic oscillators [24] or different types of local Lindblad jump operators [25-28]. Other works focused on the emergence of topological phases in the presence of Lindbladian dissipation using quantum
information based alternative approaches [29,30]. Here we are interested in providing simple and rigorous results in the global (i.e., nonlocal) Markovian scenario.

We show that the dynamics predicted by our model manifests quantum interference phenomena, originating when a thermal environment is coupled to the superconducting nanowire through more than one lattice site contact due to the creation of multiple paths where a fermion can tunnel. We also address quantum transport in a minimal setting, where the Kitaev chain is coupled to two baths at different temperatures and/or chemical potentials. The fermionic particle current established in the nanowire can be described through an expression which closely resembles the structure of the Landauer-Büttiker scattering-matrix formula for ballistic transport, except for the presence of a multiplicative factor which we call the anomaly factor. In fact, the latter originates from the anomalous terms of the system Hamiltonian, pointing to an important qualitative difference with respect to the case of ballistic channels: in the case of the Kitaev chain, the anomaly factor is able to keep the memory of the phase of the system, a fact which enables us to relate it to bulk-edge correspondence arguments.

This paper is organized as follows. In Sec. II we present the model under investigation, starting from the Hamiltonian of the Kitaev chain with open boundary conditions (Sec. II A) and then adding weak coupling to the thermal baths in the Born-Markov approximation, which can be microscopically treated through a master equation in the Lindblad form (Sec. II B), provided a full secular approximation is enforced (Sec. II C). In Sec. III we discuss the case in which a given number of sites in the Kitaev chain is coupled to a single common bath, highlighting how the system-environment coupling enables us to generate interference patterns in the fermionic tunneling among the sites. We then discuss, in Sec. IV, the case of a chain coupled to two thermal baths. The anomaly factor appearing in the expression for the particle current depends on the different phases of the system, thus affecting the transport properties. Finally, in Sec. V we draw our conclusions. In the Appendixes, we explicitly show how to diagonalize an open-ended Kitaev chain with a finite length (Appendix A) and discuss in some detail the regime of validity of the secular approximation (Appendix B).

## II. DESCRIPTION OF THE MODEL

## A. Finite Kitaev chain with open boundaries

We consider a one-dimensional quantum lattice of $N>1$ sites, described by the Hamiltonian

$$
\begin{equation*}
H_{\mathcal{S}}=-\sum_{j=1}^{N}\left[\left(t a_{j}^{\dagger} a_{j+1}+\Delta a_{j}^{\dagger} a_{j+1}^{\dagger}+\text { H.c. }\right)+\mu a_{j}^{\dagger} a_{j}\right] \tag{1}
\end{equation*}
$$

where $t, \Delta$, and $\mu$ are real parameters and $a_{j}\left(a_{j}^{\dagger}\right)$ is the annihilation (creation) operator of a fermionic particle on the $j$ th site. We impose open boundary conditions, meaning that $a_{N+1}=a_{N+1}^{\dagger}=0$. The model in Eq. (1) was originally proposed by Kitaev to describe a $p$-wave superconducting chain, featuring the emergence of Majorana edge modes [12]. In the thermodynamic limit $N \rightarrow \infty$, it undergoes a topological QPT at the critical points $\mu_{c}= \pm 2 t$; that is, for $|\mu|<2|t|$ a
zero-energy mode localized at the ends of the chain appears: this is a manifestation of a different topological structure of the system, with respect to the one characterizing the trivial phase for $|\mu|>2|t|$.

Despite the great number of studies carried out on the Kitaev chain (see, e.g., Ref. [15] and references therein), a complete description of the associated eigenvalue problem for finite $N$ was achieved only recently [31-36]. For our purposes, it is sufficient to observe that there exist nontrivial values of the parameters $t, \mu$, and $\Delta$ leading to the appearance of degeneracies in the excitation spectrum [36]. Therefore, to avoid complications in deriving the master equation in the dissipative scenario [9], we will limit ourselves to the case with $t=\Delta$ and $\mu \neq 0$, which is known to be degeneracy free, as discussed below. Specifically, hereafter we fix the energy scale as $t=\Delta=1$ and specialize to the following Hamiltonian with a nonzero real parameter $\mu$ :

$$
\begin{equation*}
H_{\mathcal{S}}=-\sum_{j=1}^{N-1}\left(a_{j}^{\dagger} a_{j+1}+a_{j}^{\dagger} a_{j+1}^{\dagger}+\text { H.c. }\right)-\mu \sum_{j=1}^{N} a_{j}^{\dagger} a_{j} \tag{2}
\end{equation*}
$$

This model can also be obtained by applying a Jordan-Wigner transformation to the transverse-field quantum Ising chain with open boundary conditions [37], where $\mu$ is proportional to the magnitude of the transverse field and the corresponding QPT separates a paramagnetic phase from a ferromagnetic phase [38]. However, to avoid any complication deriving from the nonlocal character of the Jordan-Wigner transformation, we prefer to stick with the purely fermionic interpretation of the Kitaev model.

The Hamiltonian (2) is quadratic and can be put in diagonal form by means of a standard Bogoliubov-Valatin (BV) transformation [39,40],

$$
\begin{equation*}
a_{j}=\sum_{k}\left(A_{j k} b_{k}+B_{j k} b_{k}^{\dagger}\right) \tag{3}
\end{equation*}
$$

where $b_{k}$ are new fermionic operators. The (real) coefficient matrices $A$ and $B$ can be chosen following a method originally proposed by Lieb, Schultz, and Mattis (LSM) [41] in such a way to obtain

$$
\begin{equation*}
H_{\mathcal{S}}=\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}+\text { const } \tag{4}
\end{equation*}
$$

where $\omega_{k}$ is a nonnegative real number, representative of a quasiparticle excitation energy. The diagonalization procedure of Eq. (2) for a finite chain length $N$ is not straightforward [35]. Below we report only the most important results which turn out to be useful in the following; the interested reader can find further details in Appendix A, where thorough derivations are provided.

The dispersion relation of the BV quasiparticles reads

$$
\begin{equation*}
\omega_{k}^{2}=\mu^{2}+4 \mu \cos k+4 \tag{5}
\end{equation*}
$$

where $k$ is, in general, a complex number satisfying the quantization condition

$$
\begin{equation*}
2 \sin k N+\mu \sin [k(N+1)]=0 \tag{6}
\end{equation*}
$$

It can be shown that, in order to make $\omega_{k}^{2} \geqslant 0$, other constraints on $k$ have to be imposed. In particular, $k$ has to be a real number in the open interval $(0, \pi)$ (we refer to it as a bulk


FIG. 1. The excitation spectrum (5) of the finite-size Kitaev Hamiltonian (2) as a function of the parameter $\mu$ for $N=15$. Blue curves are associated with bulk modes, while the red curve represents the edge mode contribution [see Eq. (7)], which appears only for $|\mu|<\left|\mu_{\text {sep }}\right| \equiv 2 N /(N+1)$. The positions of the separation points are indicated with green dashed lines. The results were obtained by diagonalizing the matrix $W$ in Eq. (A8b), whose spectrum is $\left\{\omega_{k}^{2}\right\}$ [see Eq. (A5b)].
mode), or it has the shape $k=\theta(\mu) \pi+i \eta$, where $\theta(\cdot)$ is the Heaviside step function and $\eta>0$ (we refer to it as an edge mode). In the latter case, making the identification $k \rightarrow \eta$, we can express the quasiparticle energy in terms of $\eta$ as

$$
\begin{equation*}
\omega_{\eta}^{2}=\mu^{2}-4|\mu| \cosh \eta+4 \tag{7}
\end{equation*}
$$

An analysis of Eq. (6) shows that there exists a value $\left|\mu_{\text {sep }}\right|=2 N /(N+1)$ for the chemical potential separating the region of $\mu$ in which the complex- $k$ mode is present [see Eq. (A16)]. In the thermodynamic limit $N \rightarrow \infty$, it tends to the critical point $\left|\mu_{c}\right|=2$ of the topological QPT, where the complex- $k$ mode is nothing but the zero-energy Majorana edge mode. Figure 1 reports the spectrum $\left\{\omega_{k}\right\}$ as a function of $\mu$ for finite $N$, showing a clear separation in energy between the bulk modes (blue curves) and the edge mode (red curve). The data also confirm the previous claim about the nondegenerate character of the spectrum (apart from the pathological case $\mu=0$, which we exclude from the beginning).

Concerning the coefficients $A_{j k}$ and $B_{j k}$ in the BV transformation (3), defining the so-called LSM matrices $\phi \equiv A+B$ and $\psi \equiv A-B$, the following facts hold. For real $k$, we find

$$
\begin{align*}
\psi_{j k} & =C_{k} \sin (k j)  \tag{8a}\\
\phi_{j k} & =D_{k} \sin [k(N+1-j)] \tag{8b}
\end{align*}
$$

where the normalization constants $C_{k}$ and $D_{k}$ are real and satisfy the conditions

$$
\begin{align*}
C_{k}^{2} & =D_{k}^{2}  \tag{9a}\\
\frac{2}{D_{k}^{2}} & =N-\frac{\sin (k N)}{\sin k} \cos [k(N+1)]  \tag{9b}\\
\frac{D_{k}}{C_{k}} & =-\frac{\mu \sin k}{\omega_{k} \sin (k N)} \tag{9c}
\end{align*}
$$

These imply $C_{k}= \pm D_{k}$, where the relative sign depends on $k, \mu$, and $N$ through Eqs. (9b) and (9c). In contrast, for the complex- $k$ mode, making the identification $k \rightarrow \eta$, we find

$$
\begin{align*}
\psi_{j \eta} & =i C_{\eta}[-\operatorname{sgn}(\mu)]^{j} \sinh (\eta j)  \tag{10a}\\
\phi_{j \eta} & =i D_{\eta}[-\operatorname{sgn}(\mu)]^{N+1-j} \sinh [\eta(N+1-j)] \tag{10b}
\end{align*}
$$

where $\operatorname{sgn}(\cdot)$ is the sign function and the normalization constants $C_{\eta}$ and $D_{\eta}$ are purely imaginary numbers satisfying

$$
\begin{align*}
\left|C_{\eta}^{2}\right| & =\left|D_{\eta}^{2}\right|  \tag{11a}\\
\frac{2}{\left|D_{\eta}\right|^{2}} & =\frac{\sinh (\eta N)}{\sinh \eta} \cosh [\eta(N+1)]-N,  \tag{11b}\\
\frac{D_{k}}{C_{k}} & =[-\operatorname{sgn}(\mu)]^{N} \frac{|\mu| \sinh \eta}{\omega_{\eta} \sinh (\eta N)} . \tag{11c}
\end{align*}
$$

Also in this case $C_{\eta}= \pm D_{\eta}$, while the relative sign depends on $\eta, \mu$, and $N$ through Eqs. (11b) and (11c). The fact that Eqs. (10) are composed of real exponentials that decay from the borders of the chain justifies our use of the term "edge mode" in relation to the complex- $k$ mode.

## B. Markovian master equation for a dissipative quadratic system

We now want to couple the Kitaev chain (2) to a set of $N_{B}$ independent thermal baths, each characterized by a temperature $T_{n}$ and a chemical potential $\mu_{n}$, with $n \in\left\{1, \ldots, N_{B}\right\}$, whose internal dynamics is described by a continuous model of free fermions with the Hamiltonian

$$
\begin{equation*}
H_{\mathcal{E}, n}=\int d q \epsilon_{n}(q) c_{n}^{\dagger}(q) c_{n}(q) \tag{12}
\end{equation*}
$$

In general, we suppose that the $n$th bath is coupled to a sublattice $\mathcal{I}_{n}$ of the chain through the linear interaction Hamiltonian

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{n=1}^{N_{B}} \sum_{p \in \mathcal{I}_{n}} \int d q g_{n}(q)\left(a_{p}+a_{p}^{\dagger}\right)\left[c_{n}(q)+c_{n}^{\dagger}(q)\right] . \tag{13}
\end{equation*}
$$

In this paper we limit ourselves to the situation in which the bath relaxation times are much smaller than the typical evolution time of the chain (more precisely, of its density operator written in the interaction picture), thus making the use of a Born-Markov approximation well justified [1]. Furthermore we adopt a full secular approximation, whose regime of validity is discussed below and explicitly calculated for typical situations in Appendix B. These hypotheses allow us to employ the self-consistent microscopic derivation of Ref. [9], leading to the following Lindblad master equation for the density operator $\rho_{\mathcal{S}}(t)$ (we assume units of $\hbar=k_{B}=1$ ):

$$
\begin{equation*}
\frac{d \rho_{\mathcal{S}}(t)}{d t}=-i\left[H_{\mathcal{S}}+H_{\mathrm{LS}}, \rho_{\mathcal{S}}(t)\right]+\mathcal{D}\left[\rho_{\mathcal{S}}(t)\right] \tag{14}
\end{equation*}
$$

provided the spectrum of the system $\left\{\omega_{k}\right\}$ is nondegenerate. The dissipator $\mathcal{D}[\cdot]$ takes the form

$$
\begin{align*}
\mathcal{D}[\rho]= & \sum_{n=1}^{N_{B}} \sum_{k} \gamma_{n, k}\left\{\left[1-f_{n}\left(\omega_{k}\right)\right]\left(2 b_{k} \rho b_{k}^{\dagger}-\left\{b_{k}^{\dagger} b_{k}, \rho\right\}\right)\right. \\
& \left.+f_{n}\left(\omega_{k}\right)\left(2 b_{k}^{\dagger} \rho b_{k}-\left\{b_{k} b_{k}^{\dagger}, \rho\right\}\right)\right\} \tag{15}
\end{align*}
$$

with $f_{n}(\omega)=\left[1+e^{\left(\omega-\mu_{n}\right) / T_{n}}\right]^{-1}$ being the Fermi-Dirac distribution associated with the $n$th bath. The coupling constants are

$$
\begin{equation*}
\gamma_{n, k}=\mathcal{J}_{n}\left(\omega_{k}\right)\left(\sum_{p \in \mathcal{I}_{n}} \phi_{p k}\right)^{2} \equiv \mathcal{J}_{n}\left(\omega_{k}\right) \Phi_{n, k}, \tag{16}
\end{equation*}
$$

where $\phi=A+B$ is the LSM matrix defined in the previous section and $\mathcal{J}_{n}(\omega)=\pi \int d q\left|g_{n}(q)\right|^{2} \delta\left[\omega-\epsilon_{n}(q)\right]$ is the spectral density of the $n$th bath. The Lamb-shift Hamiltonian takes the form

$$
\begin{equation*}
H_{\mathrm{LS}}=\sum_{k} \lambda_{k} b_{k}^{\dagger} b_{k}, \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{k}=\sum_{n=1}^{N_{B}} \frac{2 \omega_{k} \Phi_{n, k}}{\pi} \mathrm{P} \int_{0}^{\infty} \frac{\mathcal{J}_{n}(\epsilon)}{\omega_{k}^{2}-\epsilon^{2}} d \epsilon \tag{18}
\end{equation*}
$$

and P stands for the sign of Cauchy's principal part.
The solution of the Lindblad master equation (14) shows that the populations of the various normal modes $\left\langle b_{k}^{\dagger} b_{k}\right\rangle$ evolve independently from one another towards the steady state, each with a decay constant equal to $2 \sum_{n} \gamma_{n, k}$. When the latter is nonzero for all $k$, the steady state is unique and is characterized by the expectation values

$$
\begin{equation*}
\left\langle b_{k}^{\dagger} b_{q}\right\rangle_{s}=\delta_{k q} \frac{\sum_{n} \gamma_{n, k} f_{n}\left(\omega_{k}\right)}{\sum_{n} \gamma_{n, k}} \tag{19}
\end{equation*}
$$

Concerning the nondiagonal terms of the density operator, in particular, the expectation values $\left\langle b_{k}^{\dagger} b_{q}\right\rangle$ and $\left\langle b_{k}^{\dagger} b_{q}^{\dagger}\right\rangle$ with $k \neq q$, we can prove that they decay to zero with decay constant $\sum_{n}\left(\gamma_{n, k}+\gamma_{n, q}\right)$ and with superimposed oscillations at frequencies of, respectively, $\widetilde{\omega}_{k} \pm \widetilde{\omega}_{q}$, where $\widetilde{\omega}_{k} \equiv \omega_{k}+\lambda_{k}$. In contrast, if for some pair $(k, q)$ we have $\sum_{n} \gamma_{n, k}=\sum_{n} \gamma_{n, q}=0$, the expectation values oscillate indefinitely around the initial values, with frequencies $\widetilde{\omega}_{k} \pm \widetilde{\omega}_{q}$ [9].

## C. Full secular approximation

Before presenting our results for the dynamics of a dissipative Kitaev chain, as predicted by the Lindblad master equation (14), it is worth stressing that such an equation requires the full secular approximation to hold, the validity of which has to be carefully assessed, in order to avoid problems related to the debate between local and global master equations (see, e.g., Refs. [42-51]). In fact, to warrant it, we must require [1]

$$
\begin{equation*}
\min _{k, q}\left|\omega_{k}-\omega_{q}\right| \gg \Gamma \tag{20}
\end{equation*}
$$

where $\Gamma$ is the inverse of the smallest typical evolution time of the density operator of the chain $\tilde{\rho}_{\mathcal{S}}(t)$, written in the interaction picture. In our case, the value of $\Gamma$ is determined by the interplay between various quantities, such as the coupling constants $\gamma_{n, k}$ and the Lamb-shift frequencies $\left|\lambda_{k} \pm \lambda_{q}\right|$. A good estimate is provided by

$$
\begin{equation*}
\Gamma \simeq \max \left[2 \max _{k} \sum_{n} \gamma_{n, k}, 2 \max _{k}\left|\lambda_{k}\right|, \max _{k, q}\left|\lambda_{k}-\lambda_{q}\right|\right] \tag{21}
\end{equation*}
$$



FIG. 2. Single-bath setting. A Kitaev chain (2) is coupled to a thermal bath through the linear interaction in Eq. (13), where $\mathcal{I}(a)$ is the subchain involved in the coupling process.

To make things concrete, let us consider a typical situation where the thermal baths are described by Ohmic spectral densities with a high-frequency exponential cutoff,

$$
\begin{equation*}
\mathcal{J}_{n}(\omega)=\alpha_{n} \omega e^{-\omega / \omega_{c, n}} \tag{22}
\end{equation*}
$$

where $\alpha_{n}$ is the damping factor and $\omega_{c, n}$ is the cutoff frequency. In Appendix B we show that, in the context of this work, fixing the length of chain $N$, it is always possible to choose the parameters $\alpha_{n}$ and $\omega_{c, n}$ in such a way to guarantee the validity of the secular condition in Eq. (20). Therefore, in the following we always implicitly assume we are operating in this regime.

## III. SINGLE BATH: INTERFERENCE EFFECTS

We first discuss the case of a single bath $\left(N_{B}=1\right)$, thus dropping the subscript $n$. The setting we have in mind is depicted in Fig. 2: a thermal bath is coupled to the chain through the interaction Hamiltonian (13), where $\mathcal{I} \equiv \mathcal{I}(a)$ is the subchain identified by borders located in $j=N+1-a$ and $j=N$. The parameter $a \in\{1, \ldots, N\}$ represents the number of sites involved in the coupling process.

If the coupling is nontrivial, the chain eventually reaches a steady state which corresponds to the thermal equilibrium with the bath, as predicted by Eq. (19). Here it is interesting to analyze the relaxation time of each normal mode, which is related to the coupling constants $\gamma_{k}$ defined in Eq. (16). In particular, once the environment spectral density is fixed [e.g., the Ohmic one, written in Eq. (22)], we need to calculate the quantity $\Phi_{k}$. For bulk modes with real $k$, we can use the known expression of $\phi_{p k}$ from Eq. (8b) to write

$$
\begin{align*}
\Phi_{k} & \equiv\left[\sum_{p \in \mathcal{I}(a)} \phi_{p k}\right]^{2}=D_{k}^{2}\left[\sum_{p=N+1-a}^{N} \sin \{k(N+1-p)\}\right]^{2} \\
& =D_{k}^{2}\left[\sum_{p=1}^{a} \sin (k p)\right]^{2} \tag{23}
\end{align*}
$$

Now, writing $\sin (k p)=\operatorname{Im}\left[e^{i k p}\right]$, we can interpret the summation in Eq. (23) as a geometric sum, which can be calculated explicitly. The result is

$$
\begin{equation*}
\Phi_{k}=D_{k}^{2} \frac{\sin ^{2}(k a / 2) \sin ^{2}[k(a+1) / 2]}{\sin ^{2}(k / 2)} \tag{24}
\end{equation*}
$$

In contrast, for the complex- $k$ mode, we need to employ the formula in Eq. (10b) for the eigenvector expressed in terms of the imaginary part $\eta$. Using a similar technique, it is possible to show that

$$
\begin{align*}
& \Phi_{\eta}^{(\mu<0)}=\left|D_{\eta}\right|^{2} \frac{\sinh ^{2}(\eta a / 2) \sinh ^{2}[\eta(a+1) / 2]}{\sinh ^{2}(\eta / 2)}  \tag{25a}\\
& \Phi_{\eta}^{(\mu>0)}=\left|D_{\eta}\right|^{2} \frac{\sinh ^{2}(\eta a / 2) \cosh ^{2}[\eta(a+1) / 2]}{\cosh ^{2}(\eta / 2)} \tag{25b}
\end{align*}
$$

where we distinguished the two cases $\mu<0$ and $\mu>0$.
At this point we would like to analyze the behavior of these quantities when changing the number of sites $a$ coupled to the bath. To do that, we numerically calculate these expressions using the technique described in Appendix A [see Eq. (A28)]. In Fig. 3 (top panels) we report the results for $\Phi_{k}$ as a function of $a$ for some bulk modes of a Kitaev chain with $N=60$ sites and $\mu=-3$. We observe that making $a$ greater does not necessarily lead to an increase in the chain-bath coupling: in fact, we obtain curves that are typical of an interference pattern (except for the lowest-energy mode, $\ell=1$ ). Analogous results are obtained with different values of $\mu$. In the bottom panel of Fig. 3 we report the behavior of $\Phi_{\eta}$ for the complex- $k$ edge mode when $\mu=-1$. This time we obtain an exponential increase of the coupling with $a$ : the effect can easily be traced back to the spatial structure of the wave function of the edge mode in Eq. (10b), which is built with exponentials that decay starting from the borders of the chain.

The appearance of interference effects in the curves for $\Phi_{k}$ vs $a$ for the bulk modes of the chain can be intuitively explained by the fact that if the thermal bath is coupled to many sites, a fermion can tunnel from one system to the other through multiple potential paths (see the schematics in Fig. 2). In quantum mechanics, it is well known that such a situation leads to interference-related phenomena. At a mathematical level, a more precise statement can be made by highlighting the link between the coupling constants (in the form of $\Phi_{k}$ ) and the tunneling amplitudes. To this purpose, let us define the quantity $\varphi_{k}$ by

$$
\begin{equation*}
\Phi_{k}=\varphi_{k}^{2}, \quad \varphi_{k}=\sum_{p \in \mathcal{I}(a)} \phi_{p k} . \tag{26}
\end{equation*}
$$

It is easy to prove that $\varphi_{k}$ equals the probability amplitude associated with an elementary process of population or depopulation of the normal mode with quantum number $k$, which occurs by means of the interaction operator $O=\sum_{p \in \mathcal{I}(a)}\left(a_{p}+a_{p}^{\dagger}\right)$ built from Eq. (13). To show that, we denote with $|k\rangle=b_{k}^{\dagger}|\Omega\rangle$ the eigenstate of the chain obtained from an excitation of the quasiparticle vacuum $|\Omega\rangle$ with energy $\omega_{k}$. The BV transformation (3) allows us to write

$$
\begin{aligned}
& \langle\Omega| a_{p}|k\rangle=\sum_{q}\left(A_{p q}\langle\Omega| b_{q} b_{k}^{\dagger}|\Omega\rangle+B_{p q}\langle\Omega| b_{q}^{\dagger} b_{k}^{\dagger}|\Omega\rangle\right)=A_{p k}, \\
& \langle\Omega| a_{p}^{\dagger}|k\rangle=\sum_{q}\left(A_{p q}\langle\Omega| b_{q}^{\dagger} b_{k}^{\dagger}|\Omega\rangle+B_{p q}\langle\Omega| b_{q} b_{k}^{\dagger}|\Omega\rangle\right)=B_{p k} .
\end{aligned}
$$

Using $\phi=A+B$, we obtain

$$
\begin{equation*}
\langle\Omega| a_{p}+a_{p}^{\dagger}|k\rangle=\phi_{p k} \Rightarrow\langle\Omega| O|k\rangle=\varphi_{k}, \tag{27}
\end{equation*}
$$

which is what we wanted to prove.


FIG. 3. Blue dots (top panels): $\Phi_{k}$ in Eq. (24) as a function of the number $a$ of sites coupled to the bath for $\mu=-3$ and $k$ chosen in correspondence to the $\ell$ th bulk mode (the latter are ordered by increasing energy). Constructive and destructive interference patterns are due to the presence of multiple paths for the tunneling of fermions into and out of the system. Namely, for $\ell \leqslant\lfloor N / 2\rfloor$ there are $\lfloor\ell\rfloor$ interference peaks, while for larger $\ell$ beating structures appear. Red dots (bottom panel): $\Phi_{\eta}$ in Eqs. (25) as a function of $a$ for $\mu=-1$; the exponential increase with $a$ can be ascribed to the structure of the edge mode wave function in Eq. (10b). Here we fix $N=60$. Results are not significantly influenced by the specific value of $\mu$.

## IV. TWO BATHS: ANOMALY FACTOR

Considering now $N_{B}=2$, we address the setting depicted in Fig. 4: two thermal baths respectively interact with subchains $\mathcal{I}_{1}(a)$ and $\mathcal{I}_{2}(b)$, where $a$ and $b$ stand for the number of sites involved in the coupling, as before. For what we are going to discuss below, it is not crucial to precisely fix the sites that compose these subchains; however, for the sake of clarity, we suppose that the two baths exert their influence on


FIG. 4. Two-bath setting for the study of the steady-state transport quantities. A Kitaev chain (2) is coupled to two thermal baths through the linear interaction in Eq. (13), where $\mathcal{I}_{1}(a)$ and $\mathcal{I}_{2}(b)$ are the subchains involved in the coupling process.
the edges of the chain, as in a standard transport measurement experiment.

If the two baths are characterized by different temperatures and/or chemical potentials, steady-state currents may appear. In fact, starting from the master equation (14), one can obtain a continuity equation for the average number of fermions in the chain, from which the steady-state particle current can be calculated [9]. Using the notations introduced in Sec. II B, the current of particles flowing from the reservoir $n=1$ into the system can be expressed as

$$
\begin{equation*}
J=\sum_{k}^{\prime} \frac{2 S_{k} \gamma_{1, k} \gamma_{2, k}}{\gamma_{1, k}+\gamma_{2, k}}\left[f_{1}\left(\omega_{k}\right)-f_{2}\left(\omega_{k}\right)\right] \tag{28}
\end{equation*}
$$

where the prime symbol constrains the sum over those $k$ such that $\gamma_{1, k}, \gamma_{2, k} \neq 0$. As noted in Ref. [9], this formula reduces to the well-known Landauer-Büttiker current, except for the fact that the transfer factor multiplying the difference $f_{1}\left(\omega_{k}\right)-f_{2}\left(\omega_{k}\right)$ deviates from the standard expression for transport across multiple ballistic channels [52] by a factor $S_{k}$ that is defined in terms of the LSM matrices as

$$
\begin{equation*}
S_{k}=\left(A^{T} A-B^{T} B\right)_{k k}=\sum_{j=1}^{N} \phi_{j k} \psi_{j k} \tag{29}
\end{equation*}
$$

The emergence of this quantity is directly related to the presence of anomalous non-number-conserving terms in the system Hamiltonian. Indeed, if those terms were absent, it would have been possible to arrange the BV transformation (3) in such a way to have $B=0$ and unitary $A$. In this situation we would have obtained $S_{k} \equiv 1$, recovering the standard transfer factor. For this reason, we will refer to $S_{k}$ as the anomaly factor.

It is not immediate to infer general properties from the definition in Eq. (29). The only obvious structural feature comes from the constraint $A^{T} A+B^{T} B=1$, which implies that $\left(A^{T} A\right)_{k k}$ and $\left(B^{T} B\right)_{k k}$ can take values only in the closed interval $[0,1]$ (given also the fact that $A^{T} A$ and $B^{T} B$ are positive semidefinite matrices). This means that $S_{k} \in[-1,1]$. Notice how, in principle, $S_{k}$ can assume negative values, hence bringing a negative contribution to the particle conductance.

In the present context, we can explicitly calculate the anomaly factor for the Kitaev chain, using the known expressions for the LSM matrices. For what concerns the bulk


FIG. 5. The anomaly factor in Eq. (32a) for the bulk modes as a function of $\omega_{k}$ for different values of $\mu<0$ and $N=60$. The separation point between the regions with and without the complex- $k$ edge mode is located at $\mu_{\text {sep }} \equiv-2 N /(N+1)$. The curves have a very different shape in the two cases, $\mu>\mu_{\text {sep }}$ and $\mu<\mu_{\text {sep }}$, signaling that $S_{k}$ contains information about the finite-size analog of the Pfaffian topological invariant of the chain [see Eq. (33)].
modes, using Eqs. (8), we write

$$
\begin{align*}
S_{k} & =C_{k} D_{k} \sum_{j=1}^{N} \sin (k j) \sin [k(N+1-j)] \\
& =\frac{C_{k} D_{k}}{2}\left\{\frac{\sin k N}{\sin k}-N \cos [k(N+1)]\right\} \tag{30}
\end{align*}
$$

Now, writing $C_{k}$ in terms of $D_{k}$ by means of Eq. (9c), expanding $\cos [k(N+1)]$ with the addition formula, and, finally, using Eq. (A29) to rewrite the ratio $\sin k N / \sin k$, we have

$$
\begin{equation*}
S_{k}=-\frac{D_{k}^{2}}{2 \omega_{k}}[2 N \cos k+\mu(N+1)] \tag{31}
\end{equation*}
$$

This expression can be rewritten for convenience as follows, using $\left|\mu_{\text {sep }}\right|=2 N /(N+1)$ :

$$
\begin{equation*}
S_{k}=-\frac{D_{k}^{2} N}{\omega_{k}}\left(\cos k+\frac{\mu}{\left|\mu_{\mathrm{sep}}\right|}\right) \tag{32a}
\end{equation*}
$$

A similar procedure can be followed starting from Eqs. (10) to calculate the anomaly factor associated with the complex- $k$ mode, leading to

$$
\begin{equation*}
S_{\eta}=-\frac{\left|D_{\eta}\right|^{2} N}{\omega_{\eta}}\left(\cosh \eta-\frac{|\mu|}{\left|\mu_{\mathrm{sep}}\right|}\right) . \tag{32b}
\end{equation*}
$$

These quantities can be numerically calculated using the same technique as the one employed in Sec. III and described in Appendix A. It turns out that the anomaly factor of the complex- $k$ mode in Eq. (32b) is practically zero for sufficiently large $N$; therefore, in the following we focus on the anomaly factor of the bulk modes in Eq. (32a), which shows a nontrivial behavior. Figure 5 reports some curves of $S_{k}$ vs $\omega_{k}$ for different values of $\mu$, here taken as a negative number. We can observe how the shape of $S_{k}$ drastically changes according to whether the complex- $k$ mode is present or not in the spectrum. In particular, if the complex- $k$ mode is absent, we observe
the existence of a positive lower bound, so that $S_{k}$ is shifted towards the unit value. On the other hand, if the complex- $k$ mode is present, $S_{k}$ can assume values all over the interval $[-1,1]$. In particular, the negative conductance phenomenon indeed appears in this situation.

We argue that this behavior is due to the fact that $S_{k}$ contains information about the finite-size analog of a topological invariant of the chain. Intuitively speaking, from Eq. (32a) we have that, for $\mu<0$,

$$
\begin{equation*}
S_{k} \geqslant \frac{D_{k}^{2} N}{\omega_{k}}\left(\frac{|\mu|}{\left|\mu_{\text {sep }}\right|}-1\right)=\frac{D_{k}^{2} N}{\omega_{k}}\left|\frac{|\mu|}{\left|\mu_{\text {sep }}\right|}-1\right| \mathcal{W} \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{W}=\operatorname{sgn}\left(\left|\mu / \mu_{\text {sep }}\right|-1\right) \tag{34}
\end{equation*}
$$

If $|\mu|>\left|\mu_{\text {sep }}\right|$ (i.e., the edge mode is absent), then $\mathcal{W}=+1$, and a positive lower bound on the anomaly factor emerges. The larger $|\mu|$ is, the bigger the bound is, until the curve is completely pushed towards the maximum allowed value $S_{k}=1$. On the other hand, if $|\mu|<\left|\mu_{\text {sep }}\right|$ (i.e., the edge mode is present), then $\mathcal{W}=-1$, and the lower bound becomes negative. If $|\mu|$ is close enough to zero, the presence of the bound amounts to $S_{k}$ being larger than the minimum allowed value, $S_{k} \geqslant-1$. It is worth noticing that $\mathcal{W}$ can be viewed as the finite-size analog of the Pfaffian topological invariant [53], which is obtained by substituting $\left|\mu_{\text {sep }}\right| \rightarrow\left|\mu_{c}\right|=2$ in Eq. (34).

A more precise analytical characterization can be made in the thermodynamic limit. Here the correspondence to the microscopic model described by the master equation (14) is generally lost since the secular approximation cannot be regarded as justified (see Appendix B). However, this idealized situation is still useful to understand the behavior of the finite-size case.

Indeed, as $N \rightarrow \infty$, we can approximate $\left|\mu_{\text {sep }}\right| \simeq 2$ and also assume that $k$ is a continuous variable in the closed interval $[0, \pi]$. In this case, it is convenient to look at the $N$-independent quantity

$$
\begin{equation*}
R(k)=\frac{S_{k}}{D_{k}^{2} N}=-\frac{\cos k+\mu / 2}{\sqrt{\mu^{2}+4 \mu \cos k+4}} \tag{35}
\end{equation*}
$$

In fact, when $N$ is large, the quantity $D_{k}^{2} N$ becomes a constant independent from $k$ :

$$
\begin{equation*}
\frac{1}{D_{k}^{2} N}=\frac{N+1}{2 N}-\frac{\cos ^{2} k N}{N(2+\mu \cos k)} \xrightarrow{N \rightarrow \infty} \frac{1}{2} \tag{36}
\end{equation*}
$$

[Eq. (A30) was used to rewrite the normalization constant]. As a consequence, in the thermodynamic limit, $R(k)$ is just a rescaled anomaly factor, keeping all the properties of $S_{k}$. A straightforward calculation of the derivative $d R / d k$ shows that $R(k)$ always admits two stationary points at the boundaries $k=0, \pi$. An additional stationary point can appear in the interior of the domain, for $k=k_{s}$, where one finds

$$
\begin{equation*}
R\left(k_{s}\right)=-\frac{1}{2 \mu} \frac{\mu^{2}-4}{\sqrt{\mu^{2}-4}} \tag{37}
\end{equation*}
$$

Notice that this point exists only in the trivial phase, where $\mu^{2}>4$. Moreover, the second derivative $d^{2} R / d k^{2}$ shows that, when present, it is a positive minimum (negative maximum)


FIG. 6. Particle current (in units of the damping factor $\alpha$ ) as a function of the potential difference between the two baths for different values of $N$ and $\mu$. The value of $V$ on the $x$ axis is chosen such that $\mu_{1}=V$ and $\mu_{2}=-V$, while the temperature for both baths is fixed at $T=0.03$. The cutoff frequency is fixed at $\omega_{c}=5$. If $N$ is small enough (top panels), we clearly observe steplike changes of the current, occurring when $|V|$ matches an eigenenergy of the chain, while for larger values of $N$ (bottom panels) the curves become smoother. Also note that, for $|\mu|>\left|\mu_{\text {sep }}\right|$ (left panels, the absence of edge modes) the current grows monotonically with $V$, while for $|\mu|<\left|\mu_{\text {sep }}\right|$ (right panels, the presence of an edge mode) the behavior of $J=J(V)$ becomes nonmonotonic.
for $\mu<0(\mu>0)$. In particular, we recover the presence of a positive lower bound observed in Fig. 5 for negative chemical potentials. On the other hand, in the topological phase $\mu^{2}<4$, the maximum and the minimum are necessarily reached at the boundaries since $R(k)$ is a continuous function of $k$ over a compact domain. Inspecting $R(0)$ and $R(\pi)$, we find that the image of $S_{k}$ is necessarily the entire interval $[-1,1]$, in agreement with what was observed in the finite-size situation.

We finally point out that the behavior of the anomaly factor qualitatively affects that of the particle current in Eq. (28), which may be directly observed in experiments. Assuming we have baths differing only by their chemical potentials, Fig. 6 reports some examples of currents as functions of the potential difference. Notice that, for sufficiently small chain lengths (top panels), a steplike behavior of the current $J$ vs the bias $V$ emerges, illustrating a resonance induced by a given eigenenergy of the chain. On the other hand, for larger chains (bottom panels) such steps are less visible. Most interestingly, the shape of the curve turns out to be sensibly different according to whether the complex- $k$ mode is present or not (i.e., depending on the phase of the system, in the thermodynamic limit), as expected from the analysis of the anomaly factor reported in Fig. 5: in the presence of an edge mode, the particle current may change nonmonotonically with the bias, thus signaling the possibility to have a negative conductance.

## V. CONCLUSIONS AND OUTLOOK

We unveiled how the topological features of the Kitaev chain are reflected in its quantum transport properties, when the system is locally coupled to two thermal baths held at different temperatures. Specifically, we showed that the fermionic particle current flowing into the system resembles that of the Landauer-Büttiker scattering formalism, with the additional presence of an anomaly factor keeping track of the zero-temperature phase of the system. Our results are fully consistent with a microscopically derived model which takes into account the Markovian nature of the system-bath coupling, provided a full secular approximation is enforced.

In the future, it would be interesting to extend such calculations to nonquadratic (interacting) Hamiltonian models or to models which take into account the possibility to have arbitrarily large system-environment interactions, where the open-system dynamics becomes inevitably non-Markovian and may be affected by important memory effects [54-56]. The latter represents the typical scenario in realistic solid-state situations, where a more direct comparison with experimentally feasible situations would be possible.
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## APPENDIX A: DIAGONALIZATION OF A FINITE KITAEV CHAIN WITH OPEN BOUNDARY CONDITIONS

In this Appendix we provide details on how to apply the LSM method [41] to the diagonalization problem of the open Kitaev chain in Eq. (1), with $t=\Delta$ and $\mu \neq 0$. Although this is a quite standard problem, particularly in the context of spin chains, finding a properly developed treatment of this system at finite size in the literature is not immediately done (see, however, Refs. [31-36]). Here we discuss only the case with $t=\Delta$ and $\mu \neq 0$ [see Eq. (2)], for which calculations can be made simpler.

## 1. Lieb-Schultz-Mattis method

Let us start with a brief reminder of the LSM method for the diagonalization of a fermionic quadratic Hamiltonian with real coefficients, generally written as

$$
\begin{equation*}
H_{\mathcal{S}}=\sum_{i, j=1}^{N}\left[Q_{i j} a_{i}^{\dagger} a_{j}+\frac{1}{2} P_{i j}\left(a_{i}^{\dagger} a_{j}^{\dagger}+a_{j} a_{i}\right)\right] . \tag{A1}
\end{equation*}
$$

The starting point consists of defining new fermionic operators via a BV transformation of the form

$$
\begin{equation*}
b_{k}=\sum_{j=1}^{N}\left(X_{k j} a_{j}+Y_{k j} a_{j}^{\dagger}\right) \tag{A2}
\end{equation*}
$$

Note that this is the inverse transformation of the one in Eq. (3), thus, $X=A^{T}$, and $Y=B^{T}$.

The LSM insight resides in the fact that if the transformation (A2) allows us to write the Hamiltonian (A1) as $H_{\mathcal{S}}=\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}+$ const, then it must be true that [ $b_{k}, H_{\mathcal{S}}$ ] $=\omega_{k} b_{k}$. By writing this relation in terms of $a_{j}$
one can obtain the following consistency equations in terms of the vectors $\mathbf{X}_{k}^{T}=\left(X_{k 1}, \ldots, X_{k N}\right)$ and $\mathbf{Y}_{k}^{T}=\left(Y_{k 1}, \ldots, Y_{k N}\right)$ :

$$
\begin{align*}
Q \mathbf{X}_{k}+P \mathbf{Y}_{k} & =\omega_{k} \mathbf{X}_{k},  \tag{A3a}\\
-Q \mathbf{X}_{k}-P \mathbf{Y}_{k} & =\omega_{k} \mathbf{Y}_{k} . \tag{A3b}
\end{align*}
$$

In terms of new vectors $\boldsymbol{\phi}_{k}=\mathbf{X}_{k}+\mathbf{Y}_{k}$ and $\boldsymbol{\psi}_{k}=\mathbf{X}_{k}-\mathbf{Y}_{k}$ we can rewrite

$$
\begin{align*}
& (Q+P) \boldsymbol{\phi}_{k}=\omega_{k} \boldsymbol{\psi}_{k}  \tag{A4a}\\
& (Q-P) \boldsymbol{\psi}_{k}=\omega_{k} \boldsymbol{\phi}_{k} \tag{A4b}
\end{align*}
$$

We will refer to these as the coupled LSM equations. A decoupled form can be obtained by multiplying to the left the first one by $(Q-P)$ and the second one by $(Q+P)$ :

$$
\begin{align*}
V \boldsymbol{\phi}_{k} & =\omega_{k}^{2} \boldsymbol{\phi}_{k},  \tag{A5a}\\
W \boldsymbol{\psi}_{k} & =\omega_{k}^{2} \boldsymbol{\psi}_{k}, \tag{A5b}
\end{align*}
$$

where $V \equiv(Q-P)(Q+P)$ and $W \equiv(Q+P)(Q-P)$. This corresponds to a standard eigenvalue problem; by solving it, one finds both the excitation spectrum $\left\{\omega_{k}\right\}$ and the BV coefficients. Notice also that, for example,

$$
\begin{equation*}
\left(\boldsymbol{\phi}_{k}\right)_{j}=X_{k j}+Y_{k j}=A_{j k}+B_{j k}=\phi_{j k} \tag{A6}
\end{equation*}
$$

hence, the normalized eigenvectors found with this procedure are the same quantities entering our Lindblad master equation (14).

## 2. Application to the Kitaev chain

We now focus on the specialized Kitaev Hamiltonian written in Eq. (2). The matrices $Q$ and $P$ defined in Eq. (A1) become

$$
\begin{align*}
& Q=\left(\begin{array}{cccc}
-\mu & -1 & & \\
-1 & -\mu & -1 & \\
& -1 & -\mu & \ddots \\
& & \ddots & \ddots
\end{array}\right), \\
& P=\left(\begin{array}{ccccc}
0 & -1 & & \\
1 & 0 & -1 & \\
& 1 & 0 & \ddots \\
& & \ddots & \ddots
\end{array}\right), \tag{A7}
\end{align*}
$$

from which we can build the matrices involved in the eigenvalue problem of Eqs. (A5),

$$
\begin{align*}
& V=\left(\begin{array}{ccccc}
\mu^{2} & 2 \mu & & & \\
2 \mu & 4+\mu^{2} & 2 \mu & & \\
& 2 \mu & 4+\mu^{2} & \ddots & \\
& & \ddots & \ddots & 2 \mu \\
& & & 2 \mu & 4+\mu^{2}
\end{array}\right),  \tag{A8a}\\
& W=\left(\begin{array}{ccccc}
4+\mu^{2} & 2 \mu & & & \\
2 \mu & \ddots & \ddots & & \\
& \ddots & 4+\mu^{2} & 2 \mu & \\
& & 2 \mu & 4+\mu^{2} & 2 \mu \\
2 \mu & \mu^{2}
\end{array}\right) \tag{A8b}
\end{align*}
$$

From the shape of these matrices, we can infer that $\boldsymbol{\phi}_{k}$ must be the same as $\boldsymbol{\psi}_{k}$, modulo an inversion of the indexes $j \rightarrow N+1-j$. Therefore, it is enough to solve for $\boldsymbol{\psi}_{k}$, for example, by finding eigenvalues and eigenvectors of $W$. The eigenvalue equation (A5b) translates in the following system:

$$
\begin{align*}
2 \mu\left(\boldsymbol{\psi}_{k}\right)_{j-1}+\left(4+\mu^{2}\right)\left(\boldsymbol{\psi}_{k}\right)_{j}+2 \mu\left(\boldsymbol{\psi}_{k}\right)_{j+1} & =\omega_{k}^{2}\left(\boldsymbol{\psi}_{k}\right)_{j} \\
\left(4+\mu^{2}\right)\left(\boldsymbol{\psi}_{k}\right)_{1}+2 \mu\left(\boldsymbol{\psi}_{k}\right)_{2} & =\omega_{k}^{2}\left(\boldsymbol{\psi}_{k}\right)_{1} \\
2 \mu\left(\boldsymbol{\psi}_{k}\right)_{N-1}+\mu^{2}\left(\boldsymbol{\psi}_{k}\right)_{N} & =\omega_{k}^{2}\left(\boldsymbol{\psi}_{k}\right)_{N}, \tag{A9}
\end{align*}
$$

where the first equation is defined in the bulk, $2 \leqslant j \leqslant N-1$, and the others assume the role of boundary conditions. Since we have a translationally invariant bulk, it is reasonable to guess an ansatz solution of the form

$$
\begin{equation*}
\left(\boldsymbol{\psi}_{k}\right)_{j}=-\frac{i C_{k}}{2}\left(e^{i k j}+\alpha_{k} e^{-i k j}\right) \tag{A10}
\end{equation*}
$$

where $k$ assumes the role of a quantum number (in general, a complex one), while $C_{k}$ and $\alpha_{k}$ are parameters to be determined. The global multiplicative constant is chosen in a format that will turn out to be convenient later.

By substituting (A10) in the first condition of the system (A9), we can find the functional form of the eigenvalues given in Eq. (5),

$$
\begin{equation*}
\omega_{k}^{2}=\mu^{2}+4 \mu \cos k+4 \tag{A11}
\end{equation*}
$$

To ensure that $\omega_{k}^{2}$ is a real nonnegative number, we have to impose some constraints on $k$. Namely, splitting the real and imaginary parts as $k=\kappa+i \eta$, we can rewrite

$$
\begin{equation*}
\omega_{k}^{2}=\mu^{2}+2 \mu\left[\left(e^{\eta}+e^{-\eta}\right) \cos \kappa+i\left(e^{\eta}-e^{-\eta}\right) \sin \kappa\right]+4, \tag{A12}
\end{equation*}
$$

and thus, there are only two possibilities:
(i) $\eta=0$; that is, $k$ is real. In this case, given the periodicity of Eq. (A11), we can limit ourselves to $k \in[0, \pi]$.
(ii) $\sin \kappa=0$; that is, either $\kappa=0$, or $\kappa=\pi$. In this case, the eigenvalue can be expressed in terms of the imaginary part $\eta$ only as $\omega_{\eta}^{2}=\mu^{2} \pm 4 \mu \cosh \eta+4$ (the plus sign is for $\kappa=0$, and the minus sign is for $\kappa=\pi)$.

If we now substitute the ansatz (A10) in the second condition of the system (A9) and use the expression in Eq. (A11) for $\omega_{k}^{2}$, it is easy to find that $\alpha_{k}=-1$. This means that

$$
\begin{equation*}
\left(\boldsymbol{\psi}_{k}\right)_{j}=C_{k} \sin (k j) \tag{A13}
\end{equation*}
$$

Note that, in the case of real $k$, we must now rule out the possibilities $k=0$ and $k=\pi$ since they would lead to $\boldsymbol{\psi}_{k}=0$.

Finally, the third condition in the system (A9) provides us with the quantization condition on the quantum number $k$, which turns out to be

$$
\begin{equation*}
2 \sin (k N)+\mu \sin [k(N+1)]=0 \tag{A14}
\end{equation*}
$$

as anticipated in Eq. (6). An analysis of this condition is crucial to understand the finite-size effects induced by the QPT of the model. Let us fix $N$ and define the function

$$
\begin{equation*}
F(k) \equiv-\frac{2 \sin k N}{\sin [k(N+1)]} \tag{A15}
\end{equation*}
$$

The condition (A14) means that it must be $F(k)=\mu$, for every allowed $k$.


FIG. 7. The function $F(k)$ in Eq. (A15), in the case of real $k$ and for fixed $N=6$. We can see the existence of two separate regions in which the equation $F(k)=\mu$ admits, respectively, $N$ solutions (when $|\mu|>\left|\mu_{\text {sep }}\right|$ ) and $N-1$ solutions (when $|\mu|<\left|\mu_{\text {sep }}\right|$ ). In the latter case, the missing solution has to be found in the complex domain and constitutes the finite-size analog of the zero-energy Majorana edge mode. The blue dashed lines indicate the separation lines $\pm\left|\mu_{\text {sep }}\right|$.

To study this equation, in Fig. 7 we plot the function $F(k)$ at fixed $N$ for the case where $k \in(0, \pi)$ is a real number. We can see that there are $N$ real solutions if $|\mu|$ is bigger than a certain threshold value $\left|\mu_{\text {sep }}\right|$, while under this value there are only $N-1$ real solutions. It is also simple to verify that this behavior does not depend on the particular choice of $N$. The crossing between the two situations happens when $\mu$ is equal to one of the stationary points of $F(k)$ located at $k=0$ and $k=\pi$. Thus, we infer that

$$
\begin{equation*}
\left|\mu_{\mathrm{sep}}\right|=\lim _{k \rightarrow \pi} F(k)=\frac{2 N}{N+1} \tag{A16}
\end{equation*}
$$

When $|\mu|<\left|\mu_{\text {sep }}\right|$, the missing solution has to be found in the complex domain. In particular, if $\mu<0$, we have to impose $\kappa=0$, while if $\mu>0$, we have to impose $\kappa=\pi$, in accordance with the general discussion made before on the reality of $\omega_{k}^{2}$. The value of the imaginary part $\eta$ is then fixed by the quantization condition. The formulas (A11), (A13), and (A14) can be respectively rewritten for this complex- $k$ mode as

$$
\begin{align*}
\omega_{\eta}^{2} & =\mu^{2}-4|\mu| \cosh \eta+4  \tag{A17a}\\
\left(\boldsymbol{\psi}_{\eta}\right)_{j} & =i C_{\eta}[-\operatorname{sgn}(\mu)]^{j} \sinh (\eta j),  \tag{A17b}\\
0 & =2 \sinh (\eta N)-|\mu| \sinh [\eta(N+1)] \tag{A17c}
\end{align*}
$$

Notice that, if $\eta$ satisfies Eq. (A17c), then $-\eta$ satisfies it as well; therefore, we can safely assume $\eta>0$ (the energy $\omega_{\eta}$ does not change, and the eigenvectors acquire only an overall irrelevant minus sign).

We claim that this mode constitutes the finite-size analog of the zero-energy Majorana edge mode, which is properly obtained only in the thermodynamic limit. To show this, let us first split the hyperbolic sine in Eq. (A17c) by using the formula for the sine of a sum. This allows us to rewrite the quantization condition as

$$
\begin{equation*}
\frac{\sinh \eta}{\sinh (\eta N)}=\frac{2-|\mu| \cosh \eta}{|\mu| \cosh (\eta N)} \tag{A18}
\end{equation*}
$$

Using this expression and $\cosh ^{2} \eta=1+\sinh ^{2} \eta$, we get

$$
\begin{equation*}
\frac{\cosh ^{2} \eta}{\cosh ^{2}(\eta N)}+\frac{4}{|\mu|} \tanh ^{2}(\eta N)\left(\cosh \eta-\frac{1}{|\mu|}\right)-1=0 \tag{A19}
\end{equation*}
$$

In the thermodynamic limit $N \rightarrow \infty$, we are left with

$$
\begin{equation*}
\cosh \eta_{\infty}=\frac{\mu^{2}+4}{4|\mu|} \Rightarrow \omega_{\eta_{\infty}}^{2}=0 \tag{A20}
\end{equation*}
$$

which is what we wanted to prove.
The parameter $C_{k}$ in Eq. (A13) can be found by imposing a normalization condition $\sum_{j}\left(\boldsymbol{\psi}_{k}\right)_{j}^{2}=1$. It is easy to show that, if $k$ is real, $C_{k}$ must be taken to be real as well and to satisfy

$$
\begin{equation*}
\frac{2}{C_{k}^{2}}=N-\frac{\sin k N}{\sin k} \cos [k(N+1)] \tag{A21}
\end{equation*}
$$

On the other hand, for the complex- $k$ mode, we must have a purely imaginary $C_{\eta}$ (in order to consistently have a real LSM eigenvector) with

$$
\begin{equation*}
\frac{2}{\left|C_{\eta}\right|^{2}}=\frac{\sinh (\eta N)}{\sinh \eta} \cosh [\eta(N+1)]-N \tag{A22}
\end{equation*}
$$

According to our previous observation on the symmetry by index inversion, we can write the eigenvectors of $V$ right away as

$$
\begin{equation*}
\left(\boldsymbol{\phi}_{k}\right)_{j}=D_{k} \sin [k(N+1-j)], \tag{A23}
\end{equation*}
$$

with an expression analog to Eq. (A17b) for the complex- $k$ mode. Here $D_{k}$ is a normalization constant which generally differs from $C_{k}$. Actually, since $\sum_{j} \sin ^{2}(k j)=$ $\sum_{j} \sin ^{2}[k(N+1-j)]$, we can infer that $\left|D_{k}\right|^{2}=\left|C_{k}\right|^{2}$; therefore, the ratio $D_{k} / C_{k}$ must have modulus 1. Namely, there exists a function $s(k)$ such that $|s(k)|=1$ and

$$
\begin{equation*}
D_{k}=s(k) C_{k} \tag{A24}
\end{equation*}
$$

To determine $s(k)$, we go back to the coupled LSM equations (A4). In particular, writing the first component of Eq. (A4b), we obtain

$$
\begin{equation*}
s(k)=-\frac{\mu \sin k}{\omega_{k} \sin (k N)} \tag{A25}
\end{equation*}
$$

For the complex- $k$ mode, this expression can be written in terms of the imaginary part $\eta$ as

$$
\begin{equation*}
s(\eta)=[-\operatorname{sgn}(\mu)]^{N} \frac{|\mu| \sinh \eta}{\omega_{\eta} \sinh (\eta N)} \tag{A26}
\end{equation*}
$$

In both cases $s$ is real; hence, $s(k)= \pm 1$, and the normalization constants $C_{k}$ and $D_{k}$ differ, at most, by a sign.

## 3. Numerical calculations

In Secs. III and IV we used the results obtained from the diagonalization procedure to calculate relevant quantities of the model, namely, the couplings constants [see Eqs. (24) and (25)] and the anomaly factor [see Eqs. (32)]. In practice, to plot these quantities, a naive approach would be to find the quantum numbers $k$ (or $\eta$ ) by numerically solving the quantization condition (6), which is a nontrivial transcendental equation.

Here we show that it is possible to follow an alternative and more convenient strategy based on the following observation. If one is able to write the quantities of interest in such a way to make $k$ appear only in the form of $(\cos k)$, then Eq. (5) would allow us to rewrite the formulas in terms of the spectrum $\left\{\omega_{k}\right\}$, thus removing the explicit dependence on $k$. The advantage relies on the fact that, from a numerical point of view, the spectrum is easily obtained through a simple diagonalization procedure: it is, in fact, enough to diagonalize the tridiagonal real symmetric matrix $W$ defined in Eq. (A8b), rather than solving a transcendental equation.

For example, let us rewrite Eqs. (24) and (25) according to this insight. We employ the Chebyshev polynomial of the first kind $T_{n}(x)$, defined as the unique polynomial satisfying [57]

$$
T_{n}(x)= \begin{cases}\cos [n \arccos x] & |x| \leqslant 1  \tag{A27}\\ \cosh [n \operatorname{arccosh} x] & x \geqslant 1 \\ (-1)^{n} \cosh [n \operatorname{arccosh}(-x)] & x \leqslant-1\end{cases}
$$

In our case, we need the relations $T_{n}(\cos k)=\cos (n k)$ and $T_{n}(\cosh \eta)=\cosh (n \eta)$ (remember that $\eta$ is assumed to be positive). Equation (24) becomes

$$
\begin{equation*}
\Phi_{k}=D_{k}^{2} \frac{\left[1-T_{a}(\cos k)\right]\left[1-T_{a+1}(\cos k)\right]}{1-\cos k} \tag{A28a}
\end{equation*}
$$

while Eqs. (25) can be grouped into

$$
\begin{equation*}
\Phi_{\eta}=\left|D_{\eta}\right|^{2} \frac{\left[T_{a}(\cosh \eta)-1\right]\left[T_{a+1}(\cosh \eta)+\operatorname{sgn}(\mu)\right]}{\cosh \eta+\operatorname{sgn}(\mu)} \tag{A28b}
\end{equation*}
$$

Notice that the Chebyshev polynomial can be efficiently calculated by any standard numerical library. To express the normalization constants $D_{k}$ and $D_{\eta}$ according to this scheme, it is sufficient to use the sine addition formula and rewrite the quantization condition (6) as

$$
\begin{equation*}
\frac{\sin (k N)}{\sin k}=-\frac{\mu \cos (k N)}{2+\mu \cos k} \tag{A29}
\end{equation*}
$$

[see Eq. (A18) for its counterpart with complex $k$ ]. Substituting this into Eqs. (9b) and (11b) and expanding the cosines, we get

$$
\begin{align*}
\frac{1}{D_{k}^{2}} & =\frac{N+1}{2}-\frac{T_{N}^{2}(\cos k)}{2+\mu \cos k}  \tag{A30a}\\
\frac{1}{\left|D_{\eta}\right|^{2}} & =\frac{T_{N}^{2}(\cosh \eta)}{2-|\mu| \cosh \eta}-\frac{N+1}{2} \tag{A30b}
\end{align*}
$$

which conclude the sequence of formulas we used to generate the plots in Fig. 3.

The same reasoning can be applied for the anomaly factor $S_{k}$. Equations (32) are already in the desired shape, provided the normalization constants $D_{k}^{2}$ and $\left|D_{\eta}\right|^{2}$ are expressed according to Eqs. (A30).

## APPENDIX B: VALIDITY OF THE SECULAR APPROXIMATION

In Sec. II B we introduced a microscopically derived Markovian master equation for the dissipative Kitaev chain using the results of Ref. [9], and we used it for all the subsequent reasoning. We also specified that Eq. (14) can be


FIG. 8. Comparison between the quantities involved in the secular condition (20) as functions of $\alpha$ and $\omega_{c}$ for fixed $N=60$, $\mu=-3$, and $a=N / 2$. The blue horizontal line indicates the value of $\min \left|\omega_{k}-\omega_{q}\right|$, while the orange line is the plot of $\Gamma$. The shaded area denotes the parameter region where $\min \left|\omega_{k}-\omega_{q}\right| \gtrsim \Gamma$, and thus, the secular approximation can be safely assumed.
considered valid only under the hypothesis of full secular approximation, summarized by the inequality (20). In this Appendix we justify the validity of that condition in the context of the model under investigation. For simplicity here we focus on only the single-bath case (see Fig. 2), even if our arguments below can easily be extended to multibath situations.

For this purpose, we need to evaluate the quantities entering the definition of the constant $\Gamma$ [see Eq. (21)], after assuming an Ohmic spectral density (22) for the bath. The coupling constants $\gamma_{k}=\mathcal{J}\left(\omega_{k}\right) \Phi_{k}$ were calculated in Sec. III [see, e.g., Eqs. (A28)]. Concerning the Lamb-shift frequencies $\lambda_{k}$, we notice that the integral in Eq. (18) can be explicitly written in terms of the exponential integral function $\operatorname{Ei}(x)=\int_{-\infty}^{x} d t e^{t} / t$ as

$$
\begin{equation*}
\lambda_{k}=\frac{\alpha \omega_{k} \Phi_{k}}{\pi}\left[e^{-\omega_{k} / \omega_{c}} \operatorname{Ei}\left(\frac{\omega_{k}}{\omega_{c}}\right)+e^{\omega_{k} / \omega_{c}} \operatorname{Ei}\left(-\frac{\omega_{k}}{\omega_{c}}\right)\right] \tag{B1}
\end{equation*}
$$

With these formulas in hand, we can numerically calculate $\Gamma$ and verify the validity of the secular condition (20).

Let us first look at the behavior of the involved quantities in a scenario with fixed $N, \mu$, and $a$ (where $a$ is the number


FIG. 9. Same kind of analysis as in Fig. 8, but fixing $\mu=-3$, $a=N / 2, \alpha=10^{-5}$, and $\omega_{c}=1.5$ and varying the number $N$ of sites. While it is always possible to lower the value of $\Gamma$ by altering the bath parameters, in the fixed-bath model the secular approximation turns out to be less justified at large $N$.
of sites coupled to the bath). In Fig. 8 we report an example of the results as a function of the bath parameters $\alpha$ and $\omega_{c}$, fixing $\omega_{c}$ and $\alpha$, respectively. We observe that it is always possible to choose a bath model (namely, to suitably select the bath parameters $\alpha$ and $\omega_{c}$ ) in such a way that the secular approximation is justified to an arbitrary degree. A qualitatively analogous scenario emerges for any other values of the parameters $N, \mu$, and $a$.

On the other hand, we can first choose a particular bath model, fixing $\alpha$ and $\omega_{c}$, and then analyze what happens by varying the chain length $N$. An example of such an analysis is reported in Fig. 9 (a qualitatively analogous behavior emerges for other values of the bath parameters): from this we understand that, in the fixed-bath model, the secular approximation turns out to be less justified for high enough values of $N$. This is a consequence of the fact that the spectrum of the Kitaev chain becomes denser by increasing the number of sites (i.e., the minimum distance between different eigenenergies tends to zero), while $\Gamma$ still acquires nontrivial values. In particular, the secular condition is always violated in the thermodynamic limit $N \rightarrow \infty$, at least assuming a nontrivial bath model with $\alpha \neq 0$.
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