
ar
X

iv
:2

01
2.

13
24

6v
1 

 [
he

p-
la

t]
  2

4 
D

ec
 2

02
0

Reconfinement, localization and thermal monopoles in SU(3) trace-deformed

Yang-Mills theory

Claudio Bonati,1, ∗ Marco Cardinali,1, † Massimo D’Elia,1, ‡ Matteo Giordano,2, § and Fabrizio Mazziotti3, ¶
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We study, by means of numerical lattice simulations, the properties of the reconfinement phase
transition taking place in trace deformed SU(3) Yang-Mills theory defined on R

3 × S1, in which
center symmetry is recovered even for small compactification radii. We show, by means of a finite
size scaling analysis, that the reconfinement phase transition is first-order, like the usual SU(3)
thermal phase transition. We then investigate two different physical phenomena, which are known
to characterize the standard confinement/deconfinement phase transition, namely the condensation
of thermal magnetic monopoles and the change in the localization properties of the eigenmodes of
the Dirac operator. Regarding the latter, we show that the mobility edge signalling the Anderson-
like transition in the Dirac spectrum vanishes as one enters the reconfined phase, as it happens in
the standard confined phase. Thermal monopoles, instead, show a peculiar behavior: their density
decreases going through reconfinement, at odds with the standard thermal theory; nonetheless, they
condense at reconfinement, like at the usual confinement transition. The coincidence of monopole
condensation and Dirac mode delocalization, even in a framework different from that of the standard
confinement transition, suggests the existence of a strict link between them.

I. INTRODUCTION

Yang-Mills (YM) theories defined on the manifold
R

3 × S1, where one of the directions is compactified, un-
dergo a phase transition as soon as the length Lc of the
compactified direction becomes smaller than a critical
length. If the compactified dimension is interpreted as
the Euclidean time direction, then the length Lc is just
the inverse of the temperature T of the system, and the
phase transition is the well known finite temperature de-
confinement phase transition [1–4].
The deconfinement phase transition is associated with

the spontaneous breaking of center symmetry [4–6], i.e.,
the invariance of the compactified theory under gauge
transformations which are periodic up to an element of
the gauge group center along the compactified direction.
The order parameter that signals the spontaneous break-
ing of center symmetry is the Polyakov loop, i.e., the
holonomy of the gauge field along the compactified di-
rection:

P (~x) = Pexp

(

ig

∫ Lc

0

A4(~x, τ)dτ

)

, (1)

where P denotes path-ordering. Indeed, it is well known
that TrP transforms non-trivially under center transfor-
mations, and a nonzero value of 〈TrP 〉 signals the finite-
ness of the free energy of an isolated static color charge,
i.e., deconfinement.
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The relation between center symmetry and other non-
perturbative phenomena occurring in Yang-Mills theo-
ries, including the confining mechanism itself, is an open
issue which still needs to be clarified. A useful theoret-
ical tool, in this respect, is represented by trace defor-
mation, which was introduced in Refs. [7, 8]. For the
case of the gauge group SU(3) that will be studied in
this paper, it consists in adding a term proportional to
|TrP (~x)|2 to the YM action density. The rationale be-
hind this choice is that such a term is invariant under
center symmetry and, if its coefficient is chosen with the
appropriate sign, it disfavors non-vanishing values of the
trace of the Polyakov loop. Such a term compensates
analogous ones that appear in the finite temperature ef-
fective potential [9], and its practical effect is that of in-
creasing the deconfinement temperature or, equivalently,
of reducing the critical length of the compactified direc-
tion. This opens the door to the possibility of studying
confinement and other nonperturbative low-energy prop-
erties in a finite temperature setup in which semiclassical
methods can provide solid predictions [8].

The confinement mechanism at high temperature in
the deformed theory, in what we will call the “reconfined
phase”, could clearly be different from the one of the
original, undeformed YM theory: in the deformed case
confinement is essentially enforced explicitly by a term
in the Lagrangian, rather than emerging as a dynamical
property of the theory. In spite of this, a number of lat-
tice studies showed that the standard confined phase at
T = 0 in YM theory and the reconfined high-temperature
phase of the deformed YM theory are remarkably similar,
not only from a qualitative point of view but also quan-
titatively. Numerical simulations performed with gauge
group SU(N) both for N = 3 [10] and N = 4 [11] showed
that the θ-dependence in these two phases is the same,
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i.e., the values of the topological susceptibility and the
coefficient of the θ4 term in the effective action are the
same in standard T = 0 YM theory and in the recon-
fined, finite-T phase of the deformed YM theory. Very
recently, it was shown that also the mass of the lowest
glueball state is the same in these two phases [12].
In previous studies the main focus was on the investi-

gation of the reconfined phase, far from the reconfining
phase transition. In this paper we want to investigate,
by lattice simulations, the properties of the deformed the-
ory in the deconfined phase and around the transition,
studying in particular the possible similarities or differ-
ences with respect to the standard deconfined/confined
transition in YM theory. More precisely, after a finite
size scaling analysis aimed at clarifying the location and
the order of the phase transition, we will concentrate on
two aspects that are tightly connected to the mechanisms
of confinement and chiral symmetry breaking: monopole
condensation and Dirac mode localization. As we will
show, some aspects are similar to what happens around
the usual confinement/deconfinement transition, but not
all of them; this could help to highlight some features of
confinement and of the deformed YM theory.
The study of monopoles in lattice YM theories orig-

inates from the idea that color confinement can be a
consequence of the condensation of magnetic degrees of
freedom (dual superconductor scenario) [13, 14]. Sev-
eral strategies have been pursued in order to test this
scenario, which go from the computation of the expec-
tation value of a magnetically charged operator [15–23]
to the extraction of the effective action of the monopoles
[24, 25]. Another possibility, which is the one we will
follow in this work, is to study the behavior at the tran-
sition of thermal monopoles [26–37], i.e., the monopoles
whose currents wrap around the compactified direction
[26–28]. By studying the space-time configurations of
these monopole currents it is possible to extract an ef-
fective chemical potential µ for the monopoles [32, 37],
whose condensation is signaled by the vanishing of µ.
Systematic numerical investigations of the spectrum

of the Dirac operator in lattice gauge theories appeared
only recently, due to the high computational complexity
of this task (see the reviews Ref. [38] for results at zero
temperature, and Ref. [39] for the nonzero temperature
case). The existence of a relation between the localiza-
tion properties of the Dirac modes and the confinement
properties of gauge theories is however by now a well
established fact in a variety of models, including QCD
with different fermionic discretizations [40–43], and other
QCD-like theories [44–49]. In the deconfined phase in
the trivial center sector of the Polyakov loop (i.e., the
real sector),1 the lowest-lying Dirac modes are localized
(i.e., their typical space-time size does not grow with the

1 This is the center sector that would be selected by dynamical

fermions. In the pure gauge case it is selected “by hand” when

studying the localization properties of the Dirac modes.

lattice volume), up to a temperature-dependent critical
point in the spectrum, λc, known as “mobility edge”. At
the mobility edge, a continuous phase transition (Ander-
son transition) takes place in the spectrum [49–51], and
Dirac modes become delocalized above λc. As the tem-
perature is decreased, λc approaches zero, and eventually
vanishes in the confined phase, where all the low-lying
Dirac modes are extended. In particular, this scenario
has been tested numerically for SU(3) YM using both the
staggered Dirac operator [45] and the overlap Dirac op-
erator [46]. It has been argued [52–54] that the presence
or absence of localized modes is related to the different
behavior of the Polyakov loop in the deconfined and con-
fined phases of the theory. Since in the reconfined phase
the Polyakov-loop expectation value vanishes, one would
expect only delocalized Dirac modes. On the other hand,
the reasons for its vanishing are different than in the usual
confined phase, and it is worth checking whether this
plays a role or not.
The paper is organized as follows. In Sec. II we de-

scribe the numerical setup and the lattice observables
which are investigated in this study. Sec. III contains
our numerical results: we first present a finite size scal-
ing analysis of the transition between the deconfined and
the reconfined phases of the deformed SU(3) theory; then
we study the properties of thermal monopoles and the lo-
calization properties of the low-lying Dirac modes around
the transition. Finally in Sec. IV, we draw our conclu-
sions and present some outlooks.

II. NUMERICAL SETUP

The action of trace-deformed SU(3) YM reads

Sdef = SYM + h

∫

|TrP (~x)|2d3x , (2)

where SYM is the standard YM action, ~x denotes a point
on a hyperplane perpendicular to the compactified direc-
tion (i.e., the spatial coordinates of a point at a fixed
time) and h is the deformation coupling. Since each con-
figuration is weighted in the Euclidean path integral by

e−Sdef

, positive values of the parameter h disfavor non-
vanishing values of TrP (~x).
A possible discretization of the action in Eq. (2) is the

following,

Sdef = S
(W)
YM + h

∑

~n

|TrP (~n)|2 , (3)

where S
(W)
YM is the usual Wilson action [55] with bare

coupling β, and ~n is the lattice analogue of the vari-
able ~x in Eq. (2). In our numerical simulations we used
the lattice action Eq. (3), updating the spatial links with
standard heatbath and overrelaxation algorithms [56–58],
implemented for SU(3) using the Cabibbo-Marinari pro-
cedure [59]; instead, temporal links were updated with a
Metropolis algorithm [60], since they appear non-linearly
in the deformation term.
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A. Thermal monopoles

The identification of Abelian magnetic monopoles in
non-Abelian gauge theories goes through a procedure
known as Abelian projection [61], which consists in a
partial gauge fixing which breaks the gauge symmetry
SU(N) down to U(1)N−1. In this work we used a vari-
ant of what is usually called Maximal Abelian Gauge
(MAG). Standard MAG consists in the maximization of
the sum of the squared moduli of the diagonal elements
of all link matrices [62]: it is not affected by significant
lattice artefacts (see, e.g., the discussion in Ref. [37]) and
satisfies the Dirac quantization condition [63, 64]. How-
ever, this procedure presents some drawbacks: for exam-
ple, it leaves a residual permutation symmetry between
the different U(1) subgroups, thus preventing an unam-
biguous identification of the different monopole species
when using more than two colors. For this reason a vari-
ation of the original MAG was put forward in Ref. [65],
and we will follow the specific implementation proposed
in Ref. [37], to which we refer for further details about
the gauge fixing algorithm.
Once the gauge is fixed, it is possible to extract the

Abelian components a
(i)
µ of each link (with i = 1, . . . , N−

1 denoting the monopole species) and compute the as-

sociated DeGrand-Toussaint current m
(i)
µ [66], which is

defined as

m(i)
µ =

1

2π
ǫµνρσ∂̂ν θ̄

(i)
ρσ , (4)

where ∂̂ν is the forward lattice derivative, while θ̄
(i)
ρσ is de-

rived from the plaquette θ
(i)
ρσ computed using the Abelian

fields a
(i)
µ as follows:

θ(i)µν = θ̄(i)µν + 2πn(i)
µν , θ̄(i)µν ∈ [0, 2π) , n(i)

µν ∈ Z . (5)

In the lattice setup n
(i)
µν is the analogue of the Dirac string

piercing a plaquette, and this decomposition of θ
(i)
µν is

needed to identify violations of the Abelian Bianchi iden-
tity (hence monopoles): the flux across any closed surface

of the magnetic current constructed using just θ
(i)
µν would

indeed identically vanish.

Due to the topological conservation law, ∂µm
(i)
µ = 0,

monopole currents form closed loops, and we identify
thermal monopoles (anti-monopoles) with the monopole
currents which have a non trivial positive (negative)
winding number in the temporal direction. Such cur-
rents are interpreted as the paths of real (instead of vir-
tual) magnetically charged quasi-particles populating the
thermal medium [26–29]. Moreover, in analogy with the
path-integral formulation for a system of identical parti-
cles, currents which close after wrapping k times around
the thermal circle are interpreted as a system of k ther-
mal monopoles undergoing a cyclic permutation [32, 37]:
as for a system of identical bosons, the occurrence of
such cycles is the relevant observable which can be used

to investigate the possible condensation of the thermal
particles [32].
In our study of thermal monopoles we measured the

density of k-cycles ρk, defined as

ρk ≡
Nwrap,k

Vs
, (6)

where Vs = L3 is the spatial volume and Nwrap,k is the
number of monopole currents wrapping k times around
the thermal circle. From such quantities, the total den-
sity of thermal monopoles can be derived:

ρ =
∑

k

k ρk . (7)

B. Dirac operator discretization and spectrum

computation

To investigate the localization properties of fermionic
modes we employed the staggered discretization of the
continuum Dirac operator, which is defined as follows,

aDst(n,m)

=
1

2

4
∑

µ=1

ηµ(n)(Uµ(n)δn+µ̂,m − Uµ(n− µ̂)†δn−µ̂,m),
(8)

where ηµ(n) are the staggered phases, Uµ(n) is the link
variable at site n in direction µ, and a is the lattice
spacing. Since Dst is anti-Hermitian, its eigenvalues are
purely imaginary. To fix the notation, we then write the
eigenvalue equation as aDstψn = iaλnψn, λn ∈ R, where
n labels the discrete modes of Dst in a finite volume.
Since Dst anticommutes with (−1)

∑
µ
nµ , its spectrum is

symmetric with respect to λ = 0, so that it suffices to
consider λn ≥ 0.
For each choice of the bare parameters we have com-

puted the lowest part of the spectrum and the corre-
sponding eigenvectors on a set of uncorrelated configu-
rations, making use of the ARPACK routine [67]. Di-
agonalization was carried out after two steps of stout
smearing on the gauge configuration, with stout param-
eter ρ = 0.15 (see Ref. [68] for details).

III. NUMERICAL RESULTS

We have performed simulations for a fixed value of
Nt = 6 and β = 6.0, changing only the deformation
coupling h, or the spatial extent for finite size scaling
purposes: this is sufficient for a first assessment of the
properties of the reconfining transition, even if no con-
tinuum extrapolation is possible. Using the interpolation
formula for the Sommer parameter r0 of Ref. [69] and the
phenomenological value r0 = 0.5 fm, we infer that our
setup corresponds to a temperature T = 1/(Nta(β)) ≃
360 MeV, meaning that at h = 0 the system is in the de-
confined phase: indeed, for Nt = 6 the critical coupling
for deconfinement is βc = 5.8941(5) [70].
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FIG. 1. Polyakov loop susceptibility χP as a function of h for
several spatial volumes, β = 6.0 and Nt = 6.

A. The reconfinement transition

In this section we study the reconfinement transition,
by identifying the critical value hc such that for h > hc
(at β = 6.0 on Nt = 6 lattices) the system is in the
reconfined phase, and by investigating the order of the
reconfinement transition.
To identify hc we monitor the behavior of the suscep-

tibility of the modulus of the Polyakov loop,

χP = Vs
(

〈|TrP |2〉 − 〈|TrP |〉2
)

, (9)

where Vs = L3 is the spatial volume of the lattice and we
used the shorthand

TrP ≡
1

Vs

∑

~n

TrP (~n) . (10)

For each spatial size L, data for χP have been produced
using several values of h and analyzed using the multiple
histogram method [71]. The final results of this analysis
are reported in Fig. 1: the susceptibility develops a peak
that gets higher and narrower when increasing L, signal-
ing the presence of a phase transition. Since the breaking
pattern at reconfinement is the same Z3 → Id of the
standard deconfinement phase transition, the universal-
ity argument of Refs. [5, 6] predicts a first order phase
transition also in this case.
Finite size scaling (FSS) for first order phase transi-

tions in a translation invariant setup predicts the follow-
ing scaling behavior for the susceptibility of the order
parameter,

χP (h) = Lγ/νf
(

L1/ν(h− hc)
)

, (11)

with effective critical exponents γ = 1 and ν = 1/3 [72–
75]. We thus first of all verified that the height of the
peaks of the susceptibility scales as expected with the
volume, fitting the maxima with the functional form

χmax
P = aL3b , (12)

-1000 0 1000

(h - h
c
)V

s

0e+00

5e-04

1e-03

2e-03

2e-03

χ P/V
s

L = 36
L = 48
L = 54

FIG. 2. Finite size scaling of the Polyakov loop susceptibility
χP according to Eq. (11), after fixing ν = 1/3, γ = 1 and
hc = 0.1.

where a and b are fit parameters. The best fit value
b = 0.98(3) is indeed consistent with the theoretical ex-
pectation b = 1.
We then verified that the data are well described by

the scaling ansatz in Eq. (11), using the critical expo-
nents appropriate for a first order phase transition: the
corresponding collapse plot is shown in Fig. 2 and fully
supports the transition being first order. By varying hc
in this scaling plot we estimated hc = 0.100(2): for hc
outside this interval the peaks of the data corresponding
to L = 36 and L = 54 data sets become clearly separated
from each other.

B. Thermal monopole condensation

Let us discuss first the results obtained for the total
density of thermal monopoles, defined in Eq. (7). We
consider, in particular, the dimensionless quantity ρ/T 3,
which is reported as a function of h in Fig. 3. The be-
havior of ρ/T 3 presents a significant difference with re-
spect to what happens when approaching the usual con-
finement/deconfinement transition [32, 37]: in that case,
ρ/T 3 grows as one moves from the deconfined towards
the confined phase, and decreases at high T , where it ap-
proximately follows the behavior predicted by the pertur-
bative analysis [76, 77], ρ/T 3 ≈ 1/(log(T/Λeff))

3, where
Λeff is some effective energy scale.
On the contrary, what we observe from Fig. 3 is that

ρ/T 3 steeply decreases approaching the reconfined phase,
has a big negative jump in correspondence of the first or-
der phase transition, and then continues a slow decrease
also in the reconfined phase. Results in the reconfined
phase suggest the approach to a constant value in the
large-h limit; indeed, a best fit of results in the recon-
fined phase to a function

ρ

T 3
=
ρh=∞

T 3
+Ae−h/h̄ (13)

returns ρh=∞/T
3 = 0.095(1) and h̄ = 0.20(5), with
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FIG. 3. ρ/T 3 computed using different values of the defor-
mation parameter h on a 543 × 6 lattice at β = 6.0. The two
determinations reported for the transition point hc = 0.1 have
been obtained by dividing the sample of configurations into
two subsamples according to the realization of center symme-
try (broken/unbroken).

χ2/d.o.f. = 2.8/2.
The fact that ρ/T 3 decreases approaching recon-

finement may seem at odds with the possibility that
monopoles condense at the transition. However, this is
emblematic of a possible misinterpretation of the mean-
ing of condensation, which is not necessarily related to
an increase in the overall density, but rather to the ap-
pearence of a non-zero density of particles in the zero-
momentum state. For a boson gas, such condensation
is signalled in the path-integral formulation by a critical
behavior of the density of k-cycles ρk as a function of k,
and this is indeed a possible criterion proposed to study
thermal monopole condensation [32, 78]. Therefore we
now turn to this kind of analysis, which will finally show
that, in fact, monopoles condense at hc, in spite of the
decrease of ρ/T 3.
In the path integral representation of the partition

function of bosonic particles, quantum effects can be as-
sociated with particle paths undergoing a permutation
around the thermal circle, hence to trajectories wrap-
ping multiple times around the temporal direction, which
represent the cycle decomposition of the corresponding
permutation [79–82]. In particular, the densities ρk are
expected to behave as follows,

ρk ∝
e−µ̂k

kα
, (14)

where µ̂ ≡ −µ/T , with µ the chemical potential, and α
is a coefficient depending on the details of the system,
for instance α = 5/2 for non-interacting non-relativistic
bosons. At high temperatures µ̂ is large and paths with
multiple wrappings are rare, since one approaches Boltz-
mann statistics. On the contrary, µ̂ decreases at low
temperatures and its vanishing signals the occurrence of
a critical phenomenon like Bose-Einstein Condensation
(BEC). Once BEC is reached, µ̂ = 0 and ρk follows a

0 2 4 6 8 10 12 14 16 18 20 22 24

k
1e-07

1e-06

1e-05
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〈ρ
k/ρ

1〉

h = 0.000
h = 0.060
h = 0.080
h = 0.090
h = 0.095
h = 0.100 broken
h = 0.100 sym

FIG. 4. 〈ρk/ρ1〉 approaching the reconfined phase. The lattice
used is a 543 × 6 at β = 6.0.
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FIG. 5. The dimensionless chemical potential µ̂ extracted at
different values of the deformation coupling h. The lattice
used is a 543 × 6 at β = 6.0.

power-law behavior.

Results obtained for the ratio ρk/ρ1 for different values
of h are reported in Fig. 4: it is already quite clear from
this figure that the density of monopole trajectories hav-
ing multiple wrappings increases as the coupling h grows,
i.e., approaching the reconfined phase.

Next we performed a best fit of ρk/ρ1 to Eq. (14), in
order to extract the chemical potential µ̂ as a function of
h. As in Refs. [32, 37], statistics are not precise enough to
obtain an independent determination of α, since different
choices, including α = 5/2, lead to acceptable best fits;
however, the analysis of Refs. [32, 37] shows that this does
not affect the determination of a possible point where µ̂
vanishes. Results obtained for µ̂ fixing α = 5/2 are shown
in Fig. 5. The dimensionless chemical potential decreases
as the system moves towards the reconfined phase, how-
ever it seems not to reach the value µ̂ = 0 at the critical
hc. This can still be compatible with a monopole con-
densation scenario if the chemical potential has a jump,
rather than vanishing continuosly, at hc. This would
be consistent with the presence of a first order transi-
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tion, which would be stronger, at least for what concerns
monopole condensation, than in the standard case of the
thermal phase transition, where instead µ̂ does not show
any appreciable jump at the transition [37]. In order to
check this hypothesis, however, one should verify that the
behavior of ρk right in the reconfined phase is compatible
with a power law behavior, i.e., with a vanishing value of
µ̂.
In order to clarify this point we performed simulations

at h = hc, dividing the configurations into two differ-
ent subsamples: the “symmetric” configurations where
center symmetry is unbroken (i.e., TrP ≃ 0), and the
“broken” configurations where center symmetry is bro-
ken (i.e., TrP 6= 0); in order to make the division sharper
and better defined, these additional simulations were per-
formed adopting a larger spatial size, in particular a
723 × 6 lattice. The increase in the relative occurence of
trajectories with a high number of wrappings in the sym-
metric configurations, clearly visible in Fig. 4, is sugges-
tive of a sudden change in the behavior of ρk as h crosses
the critical value. We have then fitted the two sets of con-
figurations using Eq. (14) with α = 5/2. While a nonzero
value of µ̂ is returned by the fit for the broken configu-
rations, a value compatible with zero is obtained for the
symmetric ones. This supports the monopole condensa-
tion scenario in the reconfined phase. It should however
be noted that since the present quality of the data does
not allow to determine the power-law exponent indepen-
dently, other possibilities are not entirely excluded.

C. Localization properties of Dirac modes

In this section we study the localization properties of
the eigenmodes of the Dirac operator on the lattice. As
it is known from Refs. [45, 46], in the deconfined phase
of undeformed SU(3) YM (i.e., at h = 0) in the triv-
ial center sector of the Polyakov loop, the lowest Dirac
modes are localized in a finite spatial region of the lat-
tice, for eigenvalues below a critical mobility edge, λc, in
the spectrum. Higher modes, above the mobility edge,
are instead delocalized on the whole space. Approaching
the confined phase from higher temperatures, the spec-
tral range where modes are localized shrinks, i.e., λc de-
creases, eventually vanishing at a temperature compati-
ble with the deconfinement temperature. Here we want
instead to investigate what happens when the system ap-
proaches the reconfined phase in the trace-deformed the-
ory, starting from the deconfined phase: using the same
setup described above, we have studied the spectrum of
the staggered Dirac operator in a range of deformation
couplings h starting from h < hc and reaching the transi-
tion region. Configurations were restricted to the trivial
center sector, by multiplying the temporal links on the
last time-slice by the appropriate center element if nec-
essary.
The simplest observable sensitive to the localization

properties of the Dirac modes is the so-called Participa-

tion Ratio (PR), which essentially measures the fraction
of lattice volume occupied by a mode. For our purposes
it is convenient to use a gauge-invariant definition of the
PR. We have then set

PRn =
1

VsNt

[

∑

~n,t

∣

∣ψ†
n(~n, t)ψn(~n, t)

∣

∣

2
]−1

, (15)

where ψ†ψ denotes the scalar product in color space. If
modes in a given spectral range are localized, their PR
(averaged over configurations) will tend to 0 as 1/Vs as
the volume is increased; if instead they are delocalized,
their PR will tend to a constant. Equivalently, one can
look at the average spatial “size” of the mode, VPR ≡
Vs · PR, which will tend to a constant or diverge like Vs
for localized or delocalized modes, respectively.
In Fig. 6 we show the VPR of the low Dirac modes for

different lattice setups. We have considered three values
of the deformation coupling, namely h = 0.05, 0.07, 0.09,
which are less than the critical coupling hc, and two spa-
tial volumes Vs = 243, 303. After dividing the spectrum
in small bins, we averaged the VPR over configurations
separately within each bin. In Fig. 6 one can clearly
distinguish two regions. For the lowest modes the VPR
does not change with Vs, indicating that they are local-
ized. Higher up in the spectrum, instead, the VPR of
the bulk modes grows with Vs. Assuming the scaling
law 〈VPR〉λ ∼ C(λ)Lα(λ), where 〈VPR〉λ is the VPR
averaged locally in the spectrum, and α is the fractal di-
mension of the corresponding modes, one can obtain α
by comparing the two available volumes. For the bulk
modes α ∼ 3, as expected for delocalized modes. This
scenario is exactly the same found in non-deformed, de-
confined YM [45].
It is clear from Fig. 6 that the region where modes are

localized shrinks as h approaches the critical value hc.
In order to make this statement more quantitative, we
have identified the mobility edge λc(h) by comparing the
fractal dimension of the modes with the critical fractal
dimension αc = 1.173+0.032

−0.026 found at the mobility edge in
the unitary Anderson model [83]. The critical behavior
at the mobility edge is in fact expected to be universal
and determined only by the symmetry class of the system
in the classification of Random Matrix Theory, which for
the staggered Dirac operator is the unitary one [84]. In
Fig. 7 we show λc(h) as obtained from λc(h) = αc for the
various choices of h. The tendency of λc(h) to decrease
as h→ hc is evident.
A look at the lowest modes of the staggered operator

in the reconfined phase shows no evidence of localization.
More precisely, we looked at the low modes on a few
configurations at h = 0.11 for Vs = 243, 303, and found
in the lowest bin (aλ ≤ 0.01) PR ∼ 0.24 for L = 24
and PR ∼ 0.21 for L = 30. To investigate this issue
further, we have generated configurations at the critical
coupling hc = 0.1 and divided them in two subsamples,
according to the fate of center symmetry, as we have done
for the analysis of thermal monopoles. For both sets we
have computed the PR on two different spatial volumes,
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FIG. 6. Average VPR of the lowest staggered eigenmodes
for different values of the deformation coupling h below the
critical one, and for two spatial volumes.

namely Vs = 543 and Vs = 723. In Fig. 8 we show our
results for the “symmetric” configurations, correspond-
ing to the reconfined phase. The independence of the
PR of the system size confirms the absence of localized
modes in the reconfined phase, all the way down to hc.
Absence of localized modes in the reconfined phase can
be expressed by setting λc(h > hc) = 0. It is not clear
from Fig. 7 whether λc approaches zero continuously or
not as h → hc: in analogy with what is observed for
monopole condensation, it is reasonable to suppose that
there is a jump also in this case. We would then expect
to find localization, and so a nonzero mobility edge, in
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FIG. 7. Mobility edge, λc, as a function of the deformation
parameter h. The two sets of points correspond to using a
different bin size ∆λ in the extraction of α(λ) from the VPR.
The black square is λc(h = 0) obtained by the authors of
Ref. [45], and is shown for comparison (we thank T. G. Kovács
and R. Vig for making their results available to us).
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FIG. 8. Average PR of the lowest staggered eigenmodes on
“symmetric” configurations at h = hc = 0.1.

the “broken” configurations at h = hc. Unfortunately,
the analysis of these configurations still suffers from size-
able finite-size effects for the available volumes, and we
cannot make a conclusive statement.

IV. CONCLUSIONS

In this paper we have studied the reconfinement phase
transition of trace deformed SU(3) YM theory by means
of lattice simulations. In our analysis we have consid-
ered three aspects of the phase transition: i.) the order
of the transition; ii.) the behavior of thermal monopoles;
and iii.) the localization properties of Dirac eigenmodes.
All results were obtained on a lattice with temporal size
Nt = 6 at β = 6.0, corresponding to an extension in
the compactified direction of approximately (360MeV)−1

(0.55 fm). The order of the transition was determined
with a FSS study, that showed that the reconfinement
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phase transition is first-order, exactly as the standard
YM thermal deconfinement transition. This result is not
surprising, because both in undeformed and deformed
YM the symmetry breaking pattern is the same, i.e.,
Z3 → Id. What the deformation does is just suppress-
ing local fluctuations of the Polyakov loop (see Ref. [10]),
forcing the order parameter 〈TrP 〉 to be equal to zero. It
would be interesting, in future studies, to extend this FSS
analysis to the case of a smaller compactification length,
in order to see how the critical value of the deformation
coupling changes. Moreover, a detailed study of the order
of the possible phase transition in trace deformed SU(N)
with N > 3 would also be very interesting.
Some particular features emerged from the study of

thermal monopoles. We have showed that their nor-
malized density, ρ/T 3, decreases approaching the recon-
finement transition and also beyond, reaching a plateau
value in the large-h limit. The fact that the trace
deformation induces a decrease in the monopole den-
sity is not completely unexpected. Abelian magnetic
monopoles are localized around points where two eigen-
values of the corresponding Higgs field vanish [61]: had
we studied monopoles in the Polyakov gauge, a decrease
in the monopole density would have been a consequence
of the fact that the trace deformation induces a repul-
sion among the Polyakov loop eigenvalues. However, it
is natural to expect that this might have an indirect
effect also on monopoles defined in other Abelian pro-
jections, like MAG. In spite of the decreased density,
thermal monopoles show a behavior compatible with a
BEC-like condensation at reconfinement, as it happens
at the standard confinement/deconfinement phase tran-
sition. It is interesting that there seems to be a significant
jump in observables related to thermal monopoles at the
reconfinement transition point: this is at odds with what
is observed around the standard thermal transition, and
might indicate that the transition is stronger in this case.
The localization properties of Dirac modes were stud-

ied using the staggered discretization of the Dirac opera-
tor. We found that the behavior of the low-lying modes at
the reconfinement transition is similar to that observed at
the usual confinement phase transition in the undeformed
theory. While the system is in the deconfined phase in the
trivial center sector, the lowest modes of the staggered
Dirac operator are localized both at zero and nonzero de-
formation coupling, up to a critical point (mobility edge)
in the spectrum. Bulk modes above the mobility edge
are instead delocalized on the whole lattice. As the de-

formation coupling grows at fixed compactification length
and the system moves towards the reconfined phase, the
mobility edge decreases, and localized modes eventually
disappear as the system crosses over into the reconfined
phase. This is exactly what happens in standard (unde-
formed) YM, with the mobility edge decreasing when the
temperature is decreased, and localized modes disappear-
ing when crossing over to the usual confined phase [45].
It is not clear whether λc vanishes continuously or discon-
tinuously at the reconfinement transition: while a discon-
tinuous behavior would be consistent with the first-order
nature of the transition, and with what we observed for
the thermal monopole observables, further studies are re-
quired to make a conclusive statement. In future studies
one could also consider a different discretization of the
Dirac operator, for example the Overlap discretization,
as it has been done in standard YM [46].

To summarize, we have demonstrated that two well
established phenomena, which are known to characterize
the confinement transition in SU(3) gauge theory, char-
acterize the reconfinement transition as well: condensa-
tion of thermal monopoles and delocalization of the low-
est Dirac modes. This indicates that important physical
features of the two transitions are similar, and at the
same time establishes a stronger link between the two
phenomena that we have analyzed. It is reasonable to
hypothesize that the presence of thermal monopole tra-
jectories in a gauge configuration has some reflection on
the eigenmodes of the Dirac spectrum, and that the de-
localization of thermal monopole trajectories, related to
the appearance of larger and larger numbers of wrap-
pings, could be related to the delocalization of the low-
lying Dirac modes. On the other hand, the density of
monopoles seems to have little bearing on it, as seen by
contrasting the usual confinement transition and the re-
confining one. This is surely something to be further
investigated in future studies.
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