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#### Abstract

We consider strong two-body losses in bosonic gases trapped in one-dimensional optical lattices. We exploit the separation of timescales typical of a system in the many-body quantum Zeno regime to establish a connection with the theory of the time-dependent generalized Gibbs ensemble. Our main result is a simple set of rate equations that capture the simultaneous action of coherent evolution and two-body losses. This treatment gives an accurate description of the dynamics of a gas prepared in a Mott insulating state and shows that its long-time behavior deviates significantly from mean-field analyses. The possibility of observing our predictions in an experiment with ${ }^{174} \mathrm{Yb}$ in a metastable state is also discussed.
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Introduction. Dissipation, noise, and losses are ubiquitous in experiments with quantum systems. Although they are typically associated with decoherence [1], they can also induce interesting phenomena. An iconic example is the quantum Zeno effect, according to which the lifetime of an unstable quantum system can dramatically increase if it is repeatedly (or even continuously) observed [2-4]. The same effect also arises for a quantum system dissipatively coupled to an external environment, since this situation can always be interpreted as a generalized (unread) measurement [5-7].

While earlier studies focused on simple quantum systems, there is increasing interest and progress in out-of-equilibrium many-body quantum physics. This field is still in its infancy, but several flexible platforms are now available for experimental studies, e.g., trapped ions [8], cavity polaritons [9], photons in nonlinear media [10], and ultracold atomic or molecular gases [11-19]. A major goal is not only to understand quantitatively the effect of decoherence, but also to harness dissipative phenomena to engineer specific quantum states, or even to enhance quantum coherence and correlations [20-26].

Among all sources of dissipation, $n$-body losses $(n \geqslant 2)$ are particularly interesting because they reduce to an $n$-body hardcore constraint [26-29]. This effect was demonstrated experimentally with a bosonic one-dimensional gas of molecules subject to two-body losses $(n=2)$ [30]. Strong losses lead to an emergent behavior of the molecules as fermionized (hard-core) bosons [31], evidenced by the counterintuitive increase of the lifetime of the gas when two-body losses become stronger. This pioneering experiment demonstrates a paradigmatic instance of the many-body quantum Zeno effect,

[^0]where the losses are interpreted as fast and unread measurements. This phenomenon has been probed further in ultracold atomic gases with native [32] or photoassociative [17] twobody losses, in multicomponent fermionic mixtures [33-35], or bosonic systems with three-body losses [36].

In this Letter, we study the dynamics of bosonic gases with two-body losses beyond mean field. We find evidence for an out-of-equilibrium correlated regime at long times caused by the interplay between coherent dynamics and losses. We identify two main experimental signatures as hallmarks of this regime: (i) the decay of the bosonic population as $t^{-1 / 2}$ [instead of $1 / t$ for the uncorrelated hard-core boson (HCB) gas [31]], and (ii) the emergence of peaks centered around $k=0$ and $\pi$ in the momentum distribution. To derive these results, we establish and exploit a connection between the manybody quantum Zeno effect and generalized Gibbs ensembles (GGEs) describing the pseudothermalization of an isolated quantum system [37-45]. This connection allows us to derive physically transparent rate equations which give predictions in excellent agreement with numerical exact simulations.

The problem. We consider a one-dimensional bosonic gas trapped in an optical lattice and subject to on-site two-body losses. The unitary dynamics is governed by a single-band Bose-Hubbard Hamiltonian $H_{0}=-J \sum_{j}\left(b_{j}^{\dagger} b_{j+1}+\right.$ H.c. $)+$ $(U / 2) \sum_{j} b_{j}^{\dagger 2} b_{j}^{2}$, where $b_{j}^{(\dagger)}$ are bosonic annihilation (creation) operators satisfying canonical commutation relations, while $J$ is the hopping amplitude and $U$ the (repulsive) real part of the on-site interaction strength. The full dynamics is described by a Lindblad master equation for the density matrix $\rho(t)$ [30,31,46]:

$$
\begin{align*}
\frac{d}{d t} \rho & =\mathcal{L}[\rho]=-\frac{i}{\hbar}\left[H_{0}, \rho\right]+\mathcal{D}[\rho]  \tag{1a}\\
\mathcal{D}[\rho] & =\sum_{j} L_{j} \rho L_{j}^{\dagger}-\frac{1}{2}\left\{L_{j}^{\dagger} L_{j}, \rho\right\} . \tag{1b}
\end{align*}
$$

The first term in the right-hand side of (1a) describes the unitary evolution, and the second term $\mathcal{D}[\rho]$ the dissipative evolution driven by jump operators $L_{j}$ for each site $j$. The jump operators describing two-body losses are $L_{j}=$ $\sqrt{\gamma_{2 \mathrm{~B}} / 2} b_{j}^{2}$, where $-\hbar \gamma_{2 \mathrm{~B}} / 2$ is the imaginary part of the interaction strength [47]. The ratio $\gamma_{2 B} / U$ is typically fixed by the atomic or molecular properties; in contrast, the ratio $\gamma_{2 \mathrm{~B}} / J$ is tunable by several orders of magnitude.

We consider a system that is initially in an atomic-limit Mott insulator ( $J=0$ ) with one atom per site. The initial state $\rho_{0}$ is stable under two-body losses for $J=0$ (indeed $\left.\mathcal{L}\left[\rho_{0}\right]=0\right)$. At $t=0$, the lattice depth is lowered $(J>0)$. Atoms can tunnel to neighboring sites and reach unstable configurations with doubly occupied sites. Our goal is to characterize the dissipative dynamics, focusing on readily measurable observables such as the total number of particles $N(t)=\operatorname{Tr}\left[\sum_{j} b_{j}^{\dagger} b_{j} \rho(t)\right]$.

Many-body quantum Zeno effect. We focus on the quantumZeno limit of strong dissipation $\hbar \gamma_{2 \mathrm{~B}} \gg J$. Roughly speaking, all Fock states with at least one doubly-or higher-occupied site decay almost immediately on a timescale $\sim \gamma_{2 \mathrm{~B}}^{-1}$. This decay thus occurs before any substantial coherent dynamics can take place. The subspace of Fock states with at most one boson per lattice site is quasistationary and the long-time dynamics takes place in this space of fermionized HCB [4]. This kinematic constraint results solely from the strong losses, and already shows that they induce nontrivial correlations.

Using the separation of timescales $\gamma_{2 \mathrm{~B}}^{-1} \ll \hbar / J$, Ref. [31] proposes an effective Lindblad master equation $\frac{d}{d t} \rho=\mathcal{L}^{\prime}[\rho]$ that describes the long-time dynamics in the HCB subspace. The effective Hamiltonian is $H^{\prime}=-J \sum_{j}\left(\beta_{j}^{\dagger} \beta_{j+1}+\right.$ H.c.) and corresponds to a tight-binding model of HCB annihilated by the operators $\beta_{j}$. The effective jump operators take the form of inelastic nearest-neighbor interactions $L_{j}^{\prime}=\sqrt{\Gamma_{\text {eff }}} \beta_{j}\left(\beta_{j-1}+\beta_{j+1}\right)$, with

$$
\begin{equation*}
\Gamma_{\mathrm{eff}}=\frac{8}{1+\left(\frac{2 U}{\hbar \gamma_{2 \mathrm{~B}}}\right)^{2}} \frac{J^{2}}{\hbar^{2} \gamma_{2 \mathrm{~B}}} \tag{2}
\end{equation*}
$$

The effective dissipative dynamics is governed by a novel timescale $\Gamma_{\text {eff }}^{-1} \gg \hbar / J \gg \gamma_{2 \mathrm{~B}}^{-1}$. These inequalities and the scaling $\Gamma_{\text {eff }}^{-1} \propto J^{2} / \gamma_{2 \mathrm{~B}}$ are typical of the quantum Zeno regime.

The master equation implies a decay law for the mean atom number $\frac{d \bar{N}}{d t}=-2 \sum_{j}\left\langle L_{j}^{\prime \dagger} L_{j}^{\prime}\right\rangle$. The correlator on the righthand side involves inelastic nearest-neighbors interactions $\propto\left\langle n_{j} n_{j \pm 1}\right\rangle$ and phase-sensitive density-dependent tunneling $\propto\left\langle\beta_{j \pm 1}^{\dagger} n_{j} \beta_{j \mp 1}\right\rangle$, where $n_{j}=\beta_{j}^{\dagger} \beta_{j}$ is the HCB density. Assuming no correlations between sites, i.e., $\left\langle L_{j}^{\prime \dagger} L_{j}^{\prime}\right\rangle \approx 2\left\langle n_{j}\right\rangle^{2}$, Ref. [31] derived the mean-field solution,

$$
\begin{equation*}
N(t) / L=\left(1+4 \Gamma_{\mathrm{eff}} t\right)^{-1} \tag{3}
\end{equation*}
$$

with $L$ the system length. We note that experimental and numerical data are typically analyzed using heuristic modifications of this equation $[30,31,35]$.

In Fig. 1 we compare Eq. (3) with a numerical solution of the HCB model $\frac{d}{d t} \rho=\mathcal{L}^{\prime}[\rho]$ obtained with state-of-the-art techniques based on quantum trajectories [48] for sizes up to $L=14$. These simulations do not rely on physical approximations and serve here as a benchmark. Unsurprisingly, the


FIG. 1. Time evolution of the number of atoms according to the rate equations (5) for the initial state $\rho_{0}$ (dashed red line). We take $U / J=20$ and $U /\left(\hbar \gamma_{2 \mathrm{~B}}\right)=1.33$ as in ${ }^{174} \mathrm{Yb}$. Our result is benchmarked with simulations based on quantum trajectories for $L=10$, 12 , and 14 (each point is averaged over $10^{4}$ trajectories and the associated statistical error bars are shown only for some points to increase readability). The dot-dashed black line represents the meanfield solution $N(t) / L$ in Eq. (3). The inset highlights the different long-time decay as $t^{-1}$ for the mean-field solution and as $t^{-1 / 2}$ for the rate equation.
mean-field solution agrees with the numerics only at short times because the initial state is uncorrelated. Increasingly strong deviations appear at long times, indicating the buildup of correlations that the mean-field model fails to capture.

Rate equations. We now describe our analytical approach to the correlated dissipative dynamics. We interpret the dissipative dynamics as periods of unitary evolution interrupted by quantum jumps where a loss event takes place [48]. Two consecutive loss events are spaced by a time interval $\sim \Gamma_{\text {eff }}^{-1}$. Since the typical timescale of the unitary dynamics of $H^{\prime}$ is $\hbar / J$, we conclude that according to the inequality $\hbar / J \ll \Gamma_{\text {eff }}^{-1}$, the unitary dynamics taking place in between is long.

This dynamics is most easily analyzed after a JordanWigner transformation [49] mapping the HCB to free fermions. Considering periodic boundary conditions, $H^{\prime}$ then becomes a free fermionic Hamiltonian $H^{\prime}=\sum_{k} \varepsilon(k) c_{k}^{\dagger} c_{k}$, with $k$ the quasimomentum, $c_{k}^{(\dagger)}$ canonical fermionic operators, and $\varepsilon(k)=-2 J \cos (k)$.

The theory of generalized thermalization in closed quantum systems allows us to describe the state reached after a long unitary evolution of $H^{\prime}$ as a pseudothermal state $\sigma$ taking all possible conservation laws into account-a GGE [38-41]. This pseudothermal state $\sigma$ is Gaussian in momentum space, thus completely characterized by its correlation matrix $g_{k q}=$ $\operatorname{Tr}\left[c_{k}^{\dagger} c_{q} \sigma\right]$. The latter is diagonal for a noninteracting and translationally invariant Fermi gas [50],

$$
\begin{equation*}
g_{k q}=\delta_{k q} n_{k}, \tag{4}
\end{equation*}
$$

where $\delta_{k q}$ is the Kronecker delta. We now assume that losses are so rare that the system has enough time in between two
loss events to reach a Gaussian generalized-thermal state obeying Eq. (4). A complete characterization of the dynamics then only requires the knowledge of the occupation number of the different fermionic momenta $n_{k}(t)=\operatorname{Tr}\left[c_{k}^{\dagger} c_{k} \rho(t)\right]$.

We propose to characterize completely the loss dynamics of $N(t)$ by assuming that (i) at every time $t$ the state $\rho(t)$ is Gaussian, and that (ii) it always satisfies momentum factorization (4). Starting from the Lindblad master equation (in the fermionic formulation) and using the aforementioned properties (i) and (ii), we obtain after some algebra the following rate equations [51]:

$$
\begin{equation*}
\frac{d}{d t} n_{k}(t)=-\frac{4 \Gamma_{\mathrm{eff}}}{L} \sum_{q}[\sin (k)-\sin (q)]^{2} n_{q}(t) n_{k}(t) \tag{5}
\end{equation*}
$$

These equations constitute the main result of this Letter.
Decay of the total number of atoms. The equations (5) are easily solved numerically. Provided time is properly rescaled in units of $\Gamma_{\text {eff }}^{-1}$, we expect that the curves $n_{k}(t)$ collapse onto a universal function $f_{k}(x)$ with $x=\Gamma_{\text {eff }} t$; similarly, $N(t)$ will collapse onto a function $f(x)$. The initial state has unit occupation for each momentum, $n_{k}(0)=1$. In the fermionic representation, it corresponds to a band insulator with the lowest Bloch band entirely filled.

We plot in Fig. 1 the density $N(t) / L$ as a function of time for $L=100$ (indistinguishable from the thermodynamic limit, not shown). We observe an excellent agreement between the prediction of the rate equation and the numerical simulations for all considered times bearing finite size effects. We thus conclude that the rate equations (5), despite their simplicity, indeed capture the behavior of a complex, interacting and dissipative system. Moreover, for a negligible computational cost, they give access to the thermodynamic-limit behavior.

Unlike the mean-field solution, which predicts the scaling $N_{0}(t) \propto t^{-1}$ at long times, the rate equations (5) predict that $N(t)$ decays to zero as $t^{-1 / 2}$. This result is highlighted in the inset of Fig. 1 and can be analytically proven [51]. This algebraic decay is the hallmark of the correlations that build up after dissipation is enabled.

Momentum distribution function. The rate equations (5) provide direct access to the fermionic occupation number $n_{k}(t)$. In the Supplemental Material [51], we show that the fermionic momentum distribution is well approximated in the long-time limit $t>\Gamma_{\text {eff }}^{-1}$ by

$$
\begin{equation*}
n_{k}(t) \approx \frac{1}{\left(8 \pi \Gamma_{\mathrm{eff}} t\right)^{1 / 4}} e^{-\sin ^{2}(k)\left(8 \Gamma_{\mathrm{eff}} t / \pi\right)^{1 / 2}} \tag{6}
\end{equation*}
$$

In Fig. 2 (left), we plot $n_{k}(t)$ for different times, from $t=0$ to $t \sim 2.5 \Gamma_{\text {eff }}^{-1}$, and find excellent agreement with the simulations [51]. Although at initial times the population is uniformly spread among the different momenta, a double-peaked distribution emerges for long times, with maxima at $k=0, \pi$. The interplay between two-body losses and coherent free-fermion dynamics has thus created a nonequilibrium fermionic gas where the notion of Fermi sea is completely lost.

Standard time-of-flight measurements give instead access to the bosonic momentum distribution function $\left\langle b_{k}^{\dagger} b_{k}\right\rangle_{t}$, where $b_{k}=L^{-1 / 2} \sum_{j} e^{i k j} b_{j}$ is a canonical bosonic operator. The link between $\left\langle b_{k}^{\dagger} b_{k}\right\rangle_{t}=\operatorname{Tr}\left[b_{k}^{\dagger} b_{k} \rho(t)\right]$ and $n_{k}(t)$ is known explicitly and we use the approach presented in Ref. [52] to compute


FIG. 2. Fermionic (left) and bosonic (right) quasimomentum distributions. Dashed lines are the predictions using the rate equation. Data from quantum-trajectory simulations for $L=14$ (symbols) are presented for two times.
the distribution shown in Fig. 2 (right). Starting from a flat distribution at $t=0$, the distribution displays two peaks centered around $k= \pm \pi / 2$ that persist until the mean density reaches $\bar{n}=0.5\left(t \leqslant 0.25 \Gamma_{\text {eff }}^{-1}\right)$. For lower mean densities $(t>$ $0.25 \Gamma_{\text {eff }}^{-1}$ ), peaks appear around $k=0, \pi$, as in the fermionic case. We compare the results of the rate equations with the exact curves obtained with quantum trajectories for $L=14$. The agreement is excellent at long times and satisfactory at intermediate times $\sim 0.25 \Gamma_{\text {eff }}^{-1}$. For very short times $t<$ $0.1 \Gamma_{\text {eff }}^{-1}$ the rate equation reproduces poorly the exact data. The numerical calculations show sizable off-diagonal momentum correlations $\left\langle c_{k}^{\dagger} c_{k^{\prime}}\right\rangle$ [51], implying the failure of the prethermalization assumption.

Time-dependent GGE. The theory presented so far can be reformulated using the recently introduced notion of timedependent GGE (tGGE) [42,43,53-55]. The interest of this reformulation is conceptual: as originally pointed out in Ref. [4], a system in the quantum Zeno regime features quasistationary subspaces and the dynamics constrained therein is generically ruled by a master equation with a strong unitary part and a weak dissipation-as we are considering here. A tGGE establishes a more suitable starting point for the modelization of other experimental setups [33-36].

We rewrite the master equation $\frac{d}{d t} \rho=\mathcal{L}^{\prime}[\rho]$ as $\frac{d}{d t} \rho=$ $\mathcal{L}_{0}[\rho]+\mathcal{L}_{1}[\rho]$. Here $\mathcal{L}_{0}[\rho]=-\frac{i}{\hbar}\left[H^{\prime}, \rho\right]$ describes the dominant unitary dynamics $\left(\mathcal{L}_{0} \propto J / \hbar\right)$, and $\mathcal{L}_{1}$ the weaker dissipative part $\left(\mathcal{L}_{1} \propto \Gamma_{\text {eff }}\right)$. To lowest order in $\hbar \Gamma_{\text {eff }} / J \ll 1$, the tGGE theory predicts that the system remains at all times in one of the many stationary states of $\mathcal{L}_{0}$. The effect of the dissipation $\mathcal{L}_{1}$ is then to determine the dynamics within this subspace.

The tGGE theory relies on a particular ansatz for the density matrix. Instead of all possible stationary states, the ansatz retains only the GGEs for the strong Hamiltonian $H^{\prime}$,

$$
\begin{equation*}
\rho_{\mathrm{tGGE}}(t)=\frac{1}{\mathcal{Z}(t)} e^{-\sum_{k} \mu_{k}(t) c_{k}^{\dagger} c_{k}} \tag{7}
\end{equation*}
$$



FIG. 3. Decay of atom number for lattice Tonks-Girardeau gases with density $\bar{n} \leqslant 1$. The various curves are calculated according to the rate equations (5) for different initial conditions. The initial state is taken to be a lattice Tonks-Girardeau gas with $n_{k}(t=0)$ given by the Fermi-Dirac distribution at zero temperature with mean density $\bar{n}$.
with time-dependent Lagrange multipliers $\mu_{k}(t)$ and a generalized partition function $\mathcal{Z}(t)=\prod_{k}\left[1+e^{-\mu_{k}(t)}\right]$. The equations of motion for the $\mu_{k}(t)$ derived in Ref. [42] describe how $\mathcal{L}_{1}$ forces the system to explore different GGE states. In our case, we obtain [51]

$$
\begin{equation*}
\frac{d}{d t} \mu_{k}(t)=\frac{4 \Gamma_{\mathrm{eff}}}{L} \sum_{q}[\sin (k)-\sin (q)]^{2} \frac{e^{-\mu_{k}(t)}+1}{e^{\mu_{q}(t)}+1} \tag{8}
\end{equation*}
$$

The individual occupation numbers for the state (7) obey a Fermi-Dirac law $n_{k}(t)=\left(e^{\mu_{k}(t)}+1\right)^{-1}$. Substituting this expression in Eq. (8), we recover the rate equations (5) for $n_{k}(t)$, thereby establishing the equivalence of the two formulations.

Initial state. The behavior discussed so far is not specific to a Mott insulator initial state with density $\bar{n}=1$, but is also observed for lower initial fillings. Let us first consider a bosonic gas with equally populated momenta $\left\langle b_{k}^{\dagger} b_{k}\right\rangle=\bar{n}<1$, which maps to $n_{k}(0)=\bar{n}$. The rate equations can be solved with a proper rescaling of time $t \rightarrow t \bar{n}$, so that $n_{k}(t)=\bar{n} f_{k}\left(\bar{n} \Gamma_{\text {eff }} t\right)$. Thus, for a lower initial density, the loss dynamics simply slows down and the effective decay rate is rescaled by the density.

To model a situation closer to experimental reality, we now consider an initial state that is the ground state of the Hamiltonian $H^{\prime}$ with density $\bar{n}<1$ (a Tonks-Girardeau gas on a lattice [56]). In the fermionic formulation, the initial conditions are determined by Fermi-Dirac statistics $n_{k}(0)=$ $n_{\mathrm{FD}}(k)=\left(e^{\beta(-2 J \cos k-\mu)}+1\right)^{-1}$ with $\beta \rightarrow+\infty$. The numerical analysis presented in Fig. 3 shows the results of the rate equation with a rescaling $t \rightarrow t \bar{n}$. We observe that $\bar{n}=0.5$
and $\bar{n}=1$ collapse exactly whereas for $\bar{n}<0.5$ the dynamics slows down. On the contrary, for values $0.5<\bar{n}<1$ the dynamics is slightly faster and nonmonotonic in the density. Thus, the decay can be accelerated or decelerated depending on the initial density. In all cases, however, we observe a long-time decay $N(t) \sim t^{-1 / 2}$. This robust feature of a slower decay thus remains the strongest evidence for the interplay between correlations and losses beyond the mean-field description.

Conclusions and perspectives. We have proposed a theoretical approach to the dynamics of a lossy bosonic gas in the many-body quantum Zeno regime. The quasistationary subspace enables a theoretical treatment based on generalized thermalization.

From an experimental viewpoint, the discussed dynamics can be investigated with any atomic or molecular species featuring strong two-body losses [17,30,33-35], or possibly in other systems as well (for instance, photonic systems with two-photon absorption [10]). We can estimate the relevant timescales for an optical lattice of 8 recoil energies ( $U / J \sim 20$ ) loaded with ${ }^{174} \mathrm{Yb}$ in its metastable excited state (on-site twobody losses have been characterized in Refs. $[57,58]$ ). We obtain $U / \hbar=7800 \mathrm{~s}^{-1}, \gamma_{2 \mathrm{~B}}=5900 \mathrm{~s}^{-1}$, and $J / \hbar=377 \mathrm{~s}^{-1}$ and as a result $\Gamma_{\text {eff }}=24 \mathrm{~s}^{-1}$. Thus, our predictions require an observation time of $20 \Gamma_{\text {eff }}^{-1} \sim 1 \mathrm{~s}$ which is within current experimental possibilities, although at such timescales there are several difficulties to overcome, such as the fact that the system will almost be depopulated, or that decoherence sources typically ignored could start to play a role.

Since the conservation of the momentum occupation numbers in-between loss events plays a crucial role, an experimental difficulty is the realization of a truly homogeneous system. Although this has been already achieved experimentally [59], the vast majority of experiments also include an additional harmonic confinement [60]. Adapting the rate equation approach to inhomogeneous, harmonically confined systems is an important extension left for future work. Another avenue comes from the tGGE formulation of the dynamics. This establishes a suitable starting point to describe, e.g., fermions with two-body losses [33-35] or bosons with three-body losses [36] and to explore two- and three-dimensional systems.

Note added in proof. While completing this Letter, we became aware of a work discussing losses in one-dimensional bosonic gases without lattice [61].
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