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ABSTRACT: In this paper a framework to predict the remaining lifetime for existing waterways infra-
structures based on stochastic modeling of deterioration processes and Bayesian analysis is presented. The 
application of the Bayes� theorem is motivated by the availability of expert knowledge as well as the collec-
tion of both qualitative and quantitative data from the structure. An original method is proposed to derive 
the prior statistical parameters of the gamma distribution describing the stochastic deterioration process, 
based on the assumption that the lifetime distribution can be approximated by the Birnbaum-Saunders 
statistical model. An appropriate Bayesian Network is finally implemented to improve the classification 
of the structure with respect to its proneness to damage. The outcome of the research work is to assist the 
owners of large infrastructural network in planning and prioritizing maintenance interventions.

updated applying the Bayes� Theorem, given any 
new information about the state of damage (Ang 
& Tang 2007). However this approach, which has 
already been adopted by Bousquet (2014) and 
Haowei (2015), has the disadvantage that only 
quantitative data can be considered for the updat-
ing, and only the uncertainty directly affecting 
model parameters can be reduced.

This paper thus proposes a new procedure, 
which allows updating prior knowledge consider-
ing both quantitative data and qualitative informa-
tion through the definition and the implementation 
of a Bayesian Network. Besides, using the Baye-
sian Network allows also identifying the stochastic 
process better describing the degradation phenom-
ena affecting the structures; the Bayes� Theorem 
is thus applied in order to reduce the uncertainty 
affecting the parameters of the identified stochas-
tic process.

The paper is subdivided in the following way: in 
Chapter�2 the current approach to the asset man-
agement implemented by the BAW is presented, 
focusing the attention on its advantages and draw-
backs; in Chapter�3 the available information for 
lifetime prediction is examined; in Chapter� 4 the 
new approach to lifetime evaluation is presented, 
also briefly reviewing the theoretical background 
to gamma processes, Bayesian Analysis and Baye-
sian Network; in Chapter� 5 the new approach is 
applied to a real case study, paying particular 
attention to the elicitation of the prior distribution 
and the Bayesian Network; in Chapter� 6 conclu-
sion and outlook are drawn.

1 INTRODUCTION

In the last decade the management of assets of 
infrastructures is becoming an increasingly impor-
tant engineering task. As it is also stated in ISO 
55000 (2014), accurate prediction of lifetime dis-
tributions are required to develop strategic asset 
management plan, and the use of a life-cycle man-
agement approach is fundamental to realize value 
from the asset. The German Federal Waterways 
Engineering and Research Institute (BAW) has 
developed a management system based on fixed 
inspection intervals, allowing, in principle, to opti-
mize the repair or strengthening interventions, 
which are planned and carried out according to the 
outcomes of the inspections themselves. Although 
plenty of data regarding structures� condition are 
available in BAW, further steps should be under-
taken in order to extract information regarding 
asset�s lifetime (Haider 2012). The transforma-
tion of data into useful information is not always 
straightforward, and several approaches could be 
found in literature: for example, Trappey (2012) 
evaluates the asset lifetime using logistic regres-
sion; Lim & Mba (2013) estimate the remaining 
useful life implementing Kalman filter, while Tse & 
Shen (2013) pursue the same scope using support 
vector machines.

Another way to reach this goal is through a 
more accurate lifetime prediction, which could 
be obtained by modelling degradation phenom-
ena through stochastic processes (Riascos-Ochoa 
2016); the parameters of the process can be also 
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Another source of information is represented by 
expert knowledge. In the present case, this infor-
mation was previously collected through a Del-
phi Interview submitted to a total amount of 28 
experts (BAW 2009). In the Delphi Interview it was 
asked to answer the following question: �When 
does a special damage appear for the first time in 
your opinion?�, or in other words, it was asked to 
elicit the survival functions given a certain degra-
dation process and a specified degradation level. 
Three degradation levels were especially consid-
ered, notionally corresponding to damage levels 2, 
3 and 4, subdividing the asset into three categories: 
fragile, normal and robust constructions, and a 
choice sheet with several different predefined time 
intervals (decades) was provided to the experts to 
facilitate the comparison of the answers.

Other relevant information can be also extracted 
by unstructured data and secondary database of 
tests results by conducting data analysis with suit-
ably developed algorithms and software, as shown 
by Gao & Koronios (2012) and Croce (2018). This 
information can be supplemented by the results of 
ad hoc investigation such as material or chemical 
tests carried out on the considered structure or 
on similar constructions, built in in the same time 
period in a given geographical area, adopting com-
parable construction techniques.

Finally, data need to be acquired about relevant 
climatic actions influencing some degradation 
processes, like temperature or moisture, as well as 
about effects of climate change on them.

Aleatoric and epistemic uncertainties are inevi-
tably associated to the above mentioned infor-
mation, the second one representing a lack of 
knowledge, which can be reduced as soon as fur-
ther data become available.

4 A NEW APPROACH TO LIFETIME 
PREDICTION

4.1 Description of the new procedure

In order to obtain more realistic lifetime prediction, 
an innovative method is proposed in the paper, 
where the deterioration phenomenon is modelled 
by an appropriate stochastic process, a gamma 
process, while epistemic uncertainties are suitably 
reduced resorting to the Bayesian Theorem.

Although updating the parameters of a sto-
chastic process through data collected during 
inspection was already suggested (Bousquet 2014, 
Haowei 2015), the issue here presented involves 
some complications that have not been yet con-
sidered. One complication is due to the fact that 
different levels of epistemic uncertainties affect the 
lifetime prediction. A first level is connected to the 

proneness of the structure to damage: in fact, even 
if  three categories of constructions can be defined 
(fragile, normal and robust) according to Chap-
ter�3, the �category� to which the structure belongs 
is not known a priori. A second level is represented 
by the uncertainty affecting the parameters of the 
gamma process describing the degradation phe-
nomenon within each category.

Moreover, as information derived from the 
structure is both qualitative and quantitative, but 
the degradation phenomenon is mainly described 
in quantitative terms, the problem becomes more 
and more complex. Nevertheless, qualitative data 
are important in order to figure out the sensitivity 
of the structure to damage, and the variables better 
describing the degradation process. Thus the ques-
tion becomes: how could qualitative and quantitative 
data be considered in order to reduce the two levels of 
epistemic uncertainties previously identified?

A possible answer to this question is to resort to 
a Bayesian Network (BN) and to use it as a Naïve 
Bayesian Classifier in order to identify the �Prone-
ness to damage� category of the structure and to 
remove the first level of epistemic uncertainty. Once 
the category has been identified, the parameters of 
the gamma process describing the degradation phe-
nomenon within that class could be further updated 
considering the data about the damage progression 
collected during the inspection on the structure.

In the following, the theoretical background to 
the proposed approach is briefly introduced.

4.2 Gamma process

Gamma process is always applicable to model 
positive and strictly increasing degradation data, 
as suggested by Nicolai (2007) and van Noortwijk 
(2009).

A non-stationary gamma process Y(t) with 
shape function � t( ) > 0  and scale parameter � has 
the following properties:

1. Y(0)�=�0 with probability one;
2. Y Y t t t� � � �( ) � ( ) ( ) � ( )( ) � [ )~ , , , ;� � � 0
3. Y(t) has independent increments;

where 	(.) is the gamma function. Conditions (1) 
and (2) provide the probability density function of 
a gamma process:
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Thus the expected deterioration at time t can be 
expressed by a power law:
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where � �/ > 0  and c > 0  is a parameter describ-
ing the shape of the expected deterioration. Values 
of the parameter c for some relevant deterioration 
processes are given by van Noortwijk (2009).

Suppose now that the lifetime � is defined as the 
time when Y(t) reaches a suitable failure threshold 
D (first passage). Then the cumulative distribution 
function (CDF) of � can be obtained as:

F t
t D

t
( ) =

( )( )
( )( )

� �

� �

, �  (3)

where D D� �= / .  Park & Pedgett (2005) showed 
that the exact probability distribution function 
(pdf) of  � for a gamma process can be extrapolated 
from Equation (3). However, since the resulting 
expression is too complex for practical application, 
they proposed to approximate the CDF of � with 
the Birnbaum-Saunders (BS) distribution (Birn-
baum & Saunders 1969), so that the mean lifetime 
� BS  simply results:
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4.3 Bayesian updating

As known, Bayes� theorem represents an actualiza-
tion principle and it allows the calculation of con-
ditional probabilities or conditional densities.

In the discrete case, it describes the updating of 
p(Ai) to p A Bi( | )  once observed the event B.

In the continuous case, given two random vari-
ables X and Z, with conditional distribution of X 
given Z f x z( | )  and marginal distribution g(z), it 
describes the conditional distribution of Z given X:

f z x
f x z g z

f x z g z dz
|( ) =

( ) ( )
( ) ( )�

|

|
 (5)

Depending on the interpretation of probability, 
the meaning of Bayes� theorem differs significantly. 
If probability (or density) is interpreted in a fre-
quentistic manner, the theorem expresses the pro-
portion of an event given the occurrence of another 
event. Conversely, if  probability reflects the relative 
plausibility or degree of belief attributed to a cer-
tain event, Bayes� theorem forms the mathematical 
basis for adjusting or updating the probability as 
soon as more evidence becomes available.

Also the uncertainty on the parameters � of a 
model could be described by a probability distri-
bution, which has to be interpreted in most of the 
cases as a degree of belief. If the model is repre-
sented by a density function, a two-levels hierarchi-
cal model can be obtained, in which the second level 

is represented by the pdf on the statistical param-
eters of the probability model at the first level. The 
statistical parameters of the second level distribu-
tion are usually called �hyperparameters�, and the 
pdf �hyperdistribution�. Anyhow, the degree of 
belief can be updated when new data are available, 
so that, once defined the posterior distribution, 
statements about the parameter can be made.

The computation of the posterior distribution 
involves the calculation of several integrals and 
for this reason is not straightforward. Simplified 
approaches have been sought in order to facilitate 
the updating of the prior distribution. The most 
popular approach is to resort to the so called con-
jugate prior distributions, which have the appeal-
ing features that prior and posterior distributions 
have the same functional form, and the updated 
parameters can be computed in an analytical way. 
In case of the gamma distribution, the conjugate 
prior distribution is characterized by rate parameter 
� �=1/  following a gamma distribution, denoted 
as � � � 	 (a�,v�) where v� = 1/b� is the rate param-
eter and b� is the scale. Let x = …[ ]x x xn0 1, , ,  the 
observed degradation data, t t t t n= …[ ]0 1, , ,  the cor-
responding times; denoting with � = � �x x xi i i 1  and 
� = � �t t ti i i 1  the degradation and the time incre-
ments, respectively, the posterior shape and rate 
parameter for � can be computed in the following 
way (Ang & Tang 2007):

�� �= + �( )a a t tn� 0  (6)

�� �= + �� � x xn 0  (7)

and the posterior mean of � can be written as:

E( ) .� |� =
��
��

x
�
�

 (8)

from which the scale parameter � is easily 
obtained.

4.4 Bayesian Network

A Bayesian Network (BN) is a flexible tool that 
allows a rigorous processing of both quantitative 
and qualitative information (Kjærulff  & Madsen 
2008). It is defined as a directed acyclic graph 
(DAG) which determines a factorization of a 
joint probability distribution, as the nodes of the 
DAG represent the variables and the directed links 
describe the factorization. For each direct link 
from a node X to a node Y (where X is here the 
�parent� and Y the so-called �child�), a conditional 
probability p Y X z( | ) =  is attached to Y. The con-
ditional probability expresses a rule that assumes 
the following form: if  X�=�x then Y�=�y with prob-
ability z, where y and x denote the state of Y and 
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X, respectively. Usually Y represents the effect of 
X, typically not observable by itself, but whose 
state is inferable via prior pdf p(X), conditional pdf 
p Y X( | )  and Bayes� theorem:

p X x Y y
P Y y X x

P Y y X x
X

= =( ) =
= =( )

= =( )�
|

,

,
 (9)

Observation may have the form of hard evi-
dence if  zero probability is assigned to all but one 
state; otherwise it is said to provide soft evidence. 
So far it is implied that the nodes of the BN repre-
sent discrete variables, at which probability tables 
expressing conditional probabilities are attached. 
However it is also possible to have continuous 
variables: in this case it is necessary to specify a 
density function for each combination of states for 
the parent variables. Whether discrete or continu-
ous variables, BN can be applied to solve a wide 
range of problems, and, inter alia for classification 
purposes. In this specific case, they are especially 
called Naïve Bayesian Classifier, because of the 
strong (naïve) independence assumptions assumed 
among the features that determine the class label 
drawn.

5 CASE STUDY

In order to clarify the proposed approach, a case 
study is here developed. The attention is mainly 
focused on the elicitation of the prior gamma dis-
tribution describing the stochastic process; this 
task is carried out exploiting the approximation 
of the lifetime distribution with the BS distribu-
tion. The case study aims to illustrate a practical 
application of the proposed method referring to 
a unique damage detected on an existing lock. 
Extensions to cases involving several damages and 
different deterioration processes will be discussed 
in future works.

5.1 Elicit the prior distribution

A prior distribution for the model parameters is 
elicited according to the expert knowledge col-
lected through the Delphi interview described in 
Chapter�3. It would be easier if  experts could have 
been asked to represent their opinion in statistical 
terms, for example: �Given the degradation phe-
nomena modelled through a gamma process, what 
would be the shape and the scale parameters of the 
gamma distribution?�. However it is unlikely that 
experts could give an accurate answer. Except in 
case of symmetric distribution, when mean value 
and standard deviation can be easily elicited, they 
usually think in terms of percentile. Moreover, 

expert knowledge actually concerns expected life-
times rather than damage increments; for this rea-
son, the prior information should be transformed 
in a form leading to an easy identification of the 
prior gamma distribution. One way to do this is by 
using Equation (4) which links the parameters of 
the gamma distribution with the expected lifetime. 
Given the expected lifetime required to reach cer-
tain degradation levels, and the speed of the proc-
ess, represented in some way by the value of c, the 
parameters of the gamma distribution can be eas-
ily obtained by solving the system of equations. In 
this case, two equations are required to determine 
the two parameters: those related to damage levels 
2 and 3 are considered, as expert knowledge about 
events that happened earlier should be more reli-
able compared to that related to future events. The 
uncertainty on the parameter is similarly defined, 
considering the uncertainty affecting the expected 
lifetimes and assuming a confidence interval. The 
procedure, which is very general, can be applied 
to elicit prior distribution for any degradation 
process. 

In the specific case, in Table� 1 the average of 
the expert predictions are summarized in terms of 
time lapses required by the crack width to reach 
the levels corresponding to different degradation 
class, while in Table�2 the confidence intervals of 
the predicted time lapses, corresponding to prob-
ability of exceedance of 75% and 25%, respectively 
are reported. Given the progress in time of the 
degradation process, it is also possible to conclude 
that the degradation speed can be assumed con-
stant, at which c�=�1 corresponds. For example, in 
case of fragile construction, the system of equa-
tions results:

10
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2

= +

= +
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The values of parameters � and � obtained by 
solving all the systems of equations are shown in 

Table� 1. Expert knowledge results�Delphi Interview 
� (DR: damage level, CW: crack width, � : expected life-
time, F: fragile, N: normal, R: robust).

DL CW

�  (years)

F N R

2 0.3 10 25  50
3 0.7 20 50 100
4 1 30 75 150
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Table�3, while the simulation of the gamma process 
for fragile, normal and robust structures with these 
values are shown in Figures�1, 2 and 3, respectively.

For analytical and mathematical tractability, it 
is then assumed that only � is random and it also 
follows a gamma distribution, so that the prior dis-
tribution is then conjugate through the likelihood 
function to the posterior, simplifying the updating 
calculation. The prior distribution can be defined by 
considering the uncertainty affecting the expected 
lifetime: each time lapse interval corresponds to an 
interval for the parameter �. Assuming the same 
probabilities of exceedance, it will be possible to 
elicit the shape a� and scale b� (or the rate v�) param-
eters of the prior distribution (Table�3).

5.2 Elicit the Bayesian Network

The Bayesian Network is elicited according to prior 
information and the previously defined gamma proc-
ess. In the remainder of the paper, only the most 
fundamental variables will be considered; anyhow, 
as soon as that further analysis will be carried out, it 
will be possible not only to consider the relationships 
among a greater number of variables, but also to 
elicit the structure of the network and the conditional 
probabilities from data itself rather than from expert 
knowledge. The variables that will be considered 
are: the proneness to damage of the structure (also 
called damage category (DC), characterized by three 
possible states: Fragile (F), Normal (N) and Robust 
(R)), the concrete quality (CQ, characterized by three 
possible states: Bad (B), Normal (N), Good (G)), the 
damage quantity (DQ, characterized by three possi-
ble states: extended (E), limited (L), sporadic (S)) and 

Figure�1. Simulation of the gamma process for fragile 
structures (100�sample paths).

Figure�2. Simulation of the gamma process for normal 
structures (100�sample paths).

Figure�3. Simulation of the gamma process for robust 
structures (100�sample paths).

Table� 2. Confidence intervals for the lifetime � pre-
dicted by the experts (F: fragile, N: normal, R: robust).

� �25 75% %�  (years)

F N R

 8�12 20�30  40�60
16�24 40�60  80�120
24�36 60�90 120�180

Table�3. Elicited parameters of gamma process and sta-
tistical parameters of the gamma distribution describing 
the uncertainty over the scale �.

� �50% �25% �750% a� b� v�

F 0.2 0.2
0.15 0.25 7.27 0.75 1.33N 0.08 0.2

R 0.04 0.2








