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ON THE CONVERGENCE OF SECOND-ORDER IN TIME NUMERICAL

DISCRETIZATIONS FOR THE EVOLUTION NAVIER-STOKES

EQUATIONS

LUIGI C. BERSELLI AND STEFANO SPIRITO

Abstract. We prove the convergence of certain second-order numerical methods to weak
solutions of the Navier-Stokes equations satisfying in addition the local energy inequality, and
therefore suitable in the sense of Scheffer and Caffarelli-Kohn-Nirenberg. More precisely, we
treat the space-periodic case in three space-dimensions and we consider a full discretization in
which the the classical Crank-Nicolson method (θ-method with θ = 1/2) is used to discretize
the time variable, while in the space variables we consider finite elements. The convective
term is discretized in several implicit, semi-implicit, and explicit ways. In particular, we
focus on proving (possibly conditional) convergence of the discrete solutions towards weak
solutions (satisfying a precise local energy balance), without extra regularity assumptions
on the limit problem. We do not prove orders of convergence, but our analysis identifies
some numerical schemes providing also alternate proofs of existence of “physically relevant”
solutions in three space dimensions.

1. Introduction

We consider the homogeneous incompressible 3D Navier-Stokes equations (NSE)

∂tu− ν∆u+ (u · ∇)u+∇p = 0 in (0, T )× T
3,

div u = 0 in (0, T )× T
3,

(1.1)

in the space periodic setting, with divergence-free initial datum

u|t=0 = u0 in T
3, (1.2)

where T > 0 is arbitrary, ν > 0 is given, and T
3 := (R/2πZ)3 is the three dimensional flat

torus. Here, the unknowns are the velocity vector field u and the scalar pressure p, which
are both with zero mean value. The aim of this paper is to consider families of space-time
discretization of the initial value problem (1.1)-(1.2) which are of second order in time and
(as the parameters of the discretization vanish) to prove the convergence towards Leray-Hopf
weak solutions, satisfying in addition certain estimates on the pressure and the local energy
inequality

∂t

( |u|2
2

)

+ div

(( |u|2
2

+ p

)

u

)

− ν∆

( |u|2
2

)

+ ν|∇u|2 ≤ 0 in D′(]0, T [×T
3).

on the pressure, are known in literature as suitable weak solutions and they are of fundamental
importance from the theoretical point of view since they are those for which partial regularity
results holds true, see Scheffer [29] and Caffarelli-Kohn-Nirenberg [11].

Due to possible non-uniqueness of solutions in the 3D case, see in particular the recent
result in [1] for the case with external forces, it is not ensured that all schemes produce weak
solutions, with the correct global and local balance. Moreover, from the applied point of
view the local energy inequality is a sort of entropy condition and, even if it is not enough to
prove uniqueness, it seems a natural request to select physically relevant solutions, especially

2010 Mathematics Subject Classification. Primary: 35Q30, Secondary: 65M12, 76M20.
Key words and phrases. Navier-Stokes Equations, Local energy inequality, Numerical schemes, second-order

methods, Finite Element and Finite Difference Methods.

1

http://arxiv.org/abs/2203.00462v1


2 LUIGI C. BERSELLI AND STEFANO. SPIRITO

for turbulent or convection dominated problems. For this reason it is natural to ask, in view
of obtaining accurate simulations of turbulent flows, that the above local energy inequality
has to be satisfied by solutions constructed by numerical methods. The interplay between
suitable weak solutions and numerical computations of turbulent flows has been emphasized
starting from the work of Guermond et al. [17, 18] and a recent overview can be found in the
monograph [4]. In this paper, we continue and extend some previous works in [3, 6, 7, 8] and
especially [5] to analyze the difficulties arising when dealing with full space-time discretization
with schemes which are of second order in the time variable. The aim of this paper is to
extend to the case θ = 1/2, which corresponds to the Crank-Nicolson method and which could
not be treated directly with the same proofs as in [5]. In particular, the case θ = 1/2 requires
a coupling between the space and time mesh-size, which is nevertheless common to other
second order models. In fact, beside the Crank-Nicolson scheme (CN), studied in Section 5,
we will also consider in the final Section 6 other schemes involving the Adams-Bashforth or
the Linear-Extrapolation for the convective term.

To set up the problem we consider as in [15] two sequences of discrete approximation
spaces {Xh}h ⊂ H1

# and {Mh}h ⊂ H1
# which satisfy –among other properties described

in Section 3– an appropriate commutator property, see Definition 3.1. Then, given a net
tm := m∆t we consider the following implicit space-time discretization of the problem (1.1)-
(1.2): Set u0h = πh(u0), where πh is the projection over Xh. For any m = 1, ..., N and given

um−1
h ∈ Xh and pm−1

h ∈Mh, find u
m
h ∈ Xh and pm ∈Mh such that

(dtu
m
h , vh) + ν(∇um,1/2

h ,∇vh) + bh(u
m,1/2
h , u

m,1/2
h , vh)− (pmh,,div vh) = 0,

(div umh , qh) = 0,
(CN)

where dtu
m :=

um
h −um−1

h
∆t is the backward finite-difference approximation for the time-derivative

in the interval (tm−1, tm) of constant length ∆t; u
m,1/2
h := 1

2

(

umh + um−1
h

)

is the average of

values at consecutive time-steps; bh(u
m,1/2
h , u

m,1/2
h , vh) is a suitable discrete approximation

of the non-linear term. Other notations, definitions, and properties regarding (CN) will be
given in Sections 2-3. We refer to Quarteroni and Valli [28] and Thomée [31] for general
properties of θ-schemes (not only for θ = 1/2) for parabolic equations. Recall that for the
fully implicit Crank–Nicolson scheme, Heywood and Rannacher [21] proved that it is almost
unconditionally stable and convergent. For a two-step scheme with a semi-implicit treatment
for the nonlinear term, He and Li [19] gave the convergence condition: ∆t h−1/2 ≤ C0. For the
Crank–Nicolson/Adams–Bashforth scheme in which the nonlinear term is treated explicitly,
Marion and Temam [27] provided the stability condition ∆t h−2 ≤ C0 and Tone [32] proved

the convergence under the condition ∆t h−2−3/2 ≤ C0, and in all cases C0 = C0(ν,Ω, T, u0, f).
The situation is different in two space dimensions, cf. He and Sun [20], where more regularity
of the solution can be used, but these results are not applicable to genuine (turbulent) weak
solutions in the three dimensional case. We observe that the value θ = 1/2 makes the scheme
more accurate in the time variable, but on the other hand introduces some “natural” or at
least expected limitation on the mesh-sizes. Other schemes will be also considered, in order
to adapt the results also to different second order schemes, since the proof is rather flexible
to handle several different discretizations of the NSE.

As usual in time-discrete problem (see for instance [30]), in order to study the convergence
to the solutions of the continuous problem it is useful to consider v∆t

h which is the linear

interpolation of {umh }Nm=1 (over the net tm = m∆t), and u∆t
h and p∆t

h which are the time-

step functions such that on the interval [tm−1, tm) are equal to u
m,1/2
h and pmh , respectively,

see (3.12).
The main result of the paper is the following, we refer to Section 2 for further details on

the notations.
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Theorem 1.1. Let the finite element spaces (Xh,Mh) satisfy the discrete commutation prop-
erty, and the technical conditions described in Section 3.1. Let u0 ∈ H1

div and fix ∆t > 0 and
h > 0 such that

∆t‖u0‖32
ν h1/2

= o(1), (1.3)

Let {(v∆t
h , u∆t

h , p∆t
h )}∆t,h as in (3.12). Then, there exists

(u, p) ∈ L∞(0, T ;L2
div) ∩ L2(0, T ;H1

div)× L4/3(0, T ;L2
#),

such that, up to a sub-sequence, as (∆t, h) → (0, 0),

v∆t
h → u strongly in L2((0, T ) × T

3),

u∆t
h → u strongly in L2((0, T ) × T

3),

∇u∆t
h ⇀ ∇u weakly in L2((0, T ) × T

3),

p∆t
h ⇀ p weakly in L

4
3 ((0, T ) × T

3).

Moreover, the couple (u, p) is a suitable weak solution of (1.1)-(1.2) in the sense of Defini-
tion 2.2.

Remark 1.2. Theorem 1.1 holds also in the presence of an external force f satisfying suitable
bounds. For example, f ∈ L2(0, T ;L2(T3)) is enough.

The proof of Theorem 1.1 is given in Section 5 and it is based on a compactness argument
as we previously developed in [5] and a precise analysis of the quantity um+1

h − umh , by using
the assumptions linking the time and the spatial mesh size.

Plan of the paper. In Section 2 we fix the notation that we use in the paper and we
recall the main definitions and tools used. In Section 3 we introduce and give some details
about the space-time discretization methods. Finally, in Section 4 we prove the main a priori
estimates needed to study the convergence and in Section 5 we prove Theorem 1.1. In the
final Section 6 we adapt the proofs to a couple of different second order schemes.

2. Notations and Preliminaries

In this section we fix the notation we will use in the paper; we also recall the main definitions
concerning weak solutions of incompressible NSE and a compactness result.

2.1. Notations. We introduce the notations typical of space-periodic problems. We will
use the customary Lebesgue spaces Lp(T3) and Sobolev spaces W k,p(T3) and we will denote
their norms by ‖ · ‖p and ‖ · ‖W k,p We will not distinguish between scalar and vector valued
functions, since it will be clear from the context which one has to be considered. In the case
p = 2, the L2(T3) scalar product is denoted by (·, ·), we use the notation Hs(T3) :=W s,2(T3)
and we define, for s > 0, the dual spaces H−s(T3) := (Hs(T3))′. Moreover, we will consider
always sub-spaces of functions with zero mean value and these will be denoted by

Lp
# :=

{

w ∈ Lp(T3) :

∫

T3

w dx = 0

}

1 ≤ p ≤ +∞,

and also
Hs

# := Hs(T3) ∩ L2
#.

As usual we consider spaces of divergence free vector fields, defined as follows

L2
div :=

{

w ∈ (L2
#)

3 : divw = 0
}

and, for s > 0, Hs
div := Hs

# ∩ L2
div.

Finally, given X a Banach space, Lp(0, T ;X) denotes the classical Bochner spaces of X
valued functions, endowed with its natural norm, denoted by ‖ · ‖Lp(X). We denote by lp(X)
the discrete counterpart for X-valued sequences {xm}, defined on the net {m∆t}, and with

weighted norm defined by ‖x‖plp(X) := ∆t
∑M

m=0 ‖xm‖pX .
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2.2. Weak solutions and suitable weak solutions. We start by recalling the notion of
weak solution (as introduced by Leray and Hopf) and adapted to the space periodic setting.

Definition 2.1. The vector field u is a Leray-Hopf weak solution of (1.1)-(1.2) if

u ∈ L∞(0, T ;L2
div) ∩ L2(0, T ;H1

div),

and if u satisfies the NSE (1.1)-(1.2) in the weak sense, namely the integral equality
∫ T

0

[

(u, ∂tφ)− ν (∇u,∇φ)− ((u · ∇)u, φ)
]

dt+ (u0, φ(0)) = 0, (2.1)

holds true for all smooth, periodic, and divergence-free functions φ ∈ C∞

c ([0, T );C∞(T3)).
Moreover, the initial datum is attained in the strong L2-sense, that is

lim
t→0+

‖u(t)− u0‖2 = 0,

and the following global energy inequality holds

1

2
‖u(t)‖22 + ν

∫ t

0
‖∇u(s)‖22 ds ≤

1

2
‖u0‖22, for all t ∈ [0, T ]. (2.2)

Suitable weak solutions are a particular subclass of Leray-Hopf weak solutions and the
definition is the following.

Definition 2.2. A pair (u, p) is a suitable weak solution to the Navier-Stokes equation (1.1)

if u is a Leray-Hopf weak solution, p ∈ L
4
3 (0, T ;L2

#), and the local energy inequality

ν

∫ T

0

∫

T3

|∇u|2φdxdt ≤
∫ T

0

∫

T3

[ |u|2
2

(∂tφ+ ν∆φ) +

( |u|2
2

+ p

)

u · ∇φ
]

dxdt, (2.3)

holds for all φ ∈ C∞

0 (0, T ;C∞(T3)) such that φ ≥ 0,

Remark 2.3. The definition of suitable weak solution is usually stated with p ∈ L
5
3 ((0, T )×T

3)

while in Definition 2.2 p ∈ L
4
3 (0, T ;L2(T3)). This is not an issue since of course we have a

bit less integrability in time but we gain a full L2-integrability in space. The main property
of suitable weak solutions is the fact that they satisfy the local energy inequality (2.3) and
weakening the requests on the pressure does not influence the validity of local regularity
results, see for instance discussion in Vasseur [33].

2.3. A compactness lemma. In this subsection we recall the main compactness lemma
which allows us to prove the strong convergence of the approximations. We remark that it is
a particular case of a more general lemma, whose statement and proof can be found in [26,
Lemma 5.1]. Even if it is a tool most often used for compressible equations, it is useful here
and we recall the special version taken from [5].

Lemma 2.4. Let {fn}n∈N and {gn}n∈N be uniformly bounded in L∞(0, T ;L2(T3)) and let be
given f, g ∈ L∞(0, T ;L2(T3)) such that

fn ⇀ f weakly in L2((0, T ) × T
3),

gn ⇀ g weakly in L2((0, T ) × T
3).

Let p ≥ 1 and assume that

{∂tfn}n ⊂ Lp(0, T ;H−1(T3)), {gn}n ⊂ L2(0, T ;H1(T3)),

with uniform (with respect to n ∈ N) bounds on the norms. Then,

fn gn ⇀ f g weakly in L1((0, T ) × T
3).
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3. Setting of the numerical approximation

In this section we introduce the space-time discretization of the initial value problem (1.1)-
(1.2). We start by introducing the space discretization by finite elements.

3.1. Space discretization. For the space discretization we strictly follow the setting con-
sidered in [15]. Let Th be a non-degenerate (shape regular) simplicial subdivision of T3. Let
{Xh}h>0 ⊂ H1

# be the discrete space for approximate velocity and {Mh}h>0 ⊂ L2
# be that of

approximate pressure. To avoid further technicalities, we assume as in [15], that Mh ⊂ H1
#.

We make the following (technical) assumptions on the spaces Xh and Mh:

(1) For any v ∈ H1
# and for any q ∈ L2

# there exists {vh}h and {qh}h with vh ∈ Xh and
qh ∈Mh such that

vh → v strongly in H1
# as h→ 0,

qh → q strongly in L2
# as h→ 0;

(3.1)

(2) Let πh : L2(T3) → Xh be the L2−projection onto Xh. Then, there exists c > 0
independent of h such that,

∀qh ∈Mh ‖πh (∇qh) ‖2 ≥ c‖qh‖2; (3.2)

(3) There is c independent of h such that for all v ∈ H1
#

‖v − πh(v)‖2 = inf
wh∈Xh

‖v − wh‖2 ≤ c h‖v‖H1 ,

‖πh(v)‖H1 ≤ c‖v‖H1 ;

(4) There exists c independent of h (inverse inequality) such that

∀vh ∈ Xh ‖vh‖H1 ≤ c h−1‖vh‖2. (3.3)

Moreover, we assume that Xh and Mh satisfy the following discrete commutator property.

Definition 3.1. We say that Xh (resp. Mh) has the discrete commutator property if there
exists an operator Ph ∈ L(H1;Xh) (resp. Qh ∈ L(L2;Mh)) such that for all φ ∈W 2,∞ (resp.
φ ∈W 1,∞) and all vh ∈ Xh (resp. qh ∈Mh)

‖vhφ− Ph(vhφ)‖Hl ≤ c h1+m−l‖vh‖Hm‖φ‖Wm+1,∞ , (3.4)

‖qhφ−Qh(qhφ)‖2 ≤ c h ‖qh‖2‖φ‖W 1,∞ , (3.5)

for all 0 ≤ l ≤ m ≤ 1.

Remark 3.2. Explicit and relevant examples of couples (Xh,Mh) of finite element spaces sat-
isfying the commutator property are those employed in the MINI and Hood-Taylor elements
with quasi-uniform mesh, see [12].

We recall from [15] that the coercivity hypothesis (3.2), allows us to define the map ψh :
H2

# →Mh such that, for all q ∈ H2
#, the function ψh(q) is the unique solution to the problem:

(πh(∇ψh(q)),∇rh) = (∇q,∇rh) .
This map has the following properties: there exists c, independent of h, such that for all
q ∈ H2

#,

‖∇(ψh(q)− q)‖2 ≤ c h‖q‖H2 ,

‖πh∇ψh(q)‖H1 ≤ c‖q‖H2 .

Let us introduce the space of discretely divergence-free functions

Vh =
{

vh ∈ Xh : (div vh, qh) = 0 ∀qh ∈ L2(Ω)
}

.
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The most common variational formulation (for the continuous problems) of the convective
term nl(u, v) := (u · ∇) v is

b(u, v, w) =

∫

T3

(u · ∇) v · w dx,

and the fact that b(u, v, v) = 0 for u ∈ L2
div, v ∈ H1

#, allows us to deduce, at least formally,

the energy inequality (2.2). This cancellation is based on the constraint div u = 0 and this
identity is not valid anymore in the case of discretely divergence-free functions in Vh. To
have the basic energy estimate we need to modify the non-linear term since Vh 6⊆ H1

div and
the choice of the weak formulation becomes particularly relevant in the discrete case since it
leads to schemes with very different numerical properties.

To formulate the various schemes we will consider, which corresponds to the Cases 1-2-
3, we define the discrete tri-linear operator bh(·, ·, ·) in different (but standard) ways. This
permits a sort of unified treatment: for instance in all the three case considered below it holds
at least that nlh(u, v) –which is the discrete counterpart of nl(u, v)– satisfies the following
estimate

‖nlh(u, v)‖H−1 ≤ ‖u‖3 ‖v‖H1 ∀u, v ∈ H1
#.

We present now with details the various different discrete formulations we will use.

Case 1: We use the most common option, that is of a “symmetrized” operator

nlh(u, v) := (u · ∇) v +
1

2
v div u, (3.6)

for the convective term, which leads to the tri-linear form

bh(u, v, w) := 〈nlh(u, v), w〉H−1×H1
#
, (3.7)

such that

bh(u, v, v) = 0 ∀u, v ∈ H1
div + Vh.

Moreover, this tri-linear operator can be also estimated as follows

|bh(u, v, w)| ≤ ‖u‖6‖∇v‖2‖w‖3 +
1

2
‖v‖6‖div u‖2‖w‖3

≤ C‖∇u‖2‖∇v‖2‖w‖1/22 ‖∇w‖1/22 ,

(3.8)

by means of the Sobolev embedding H1(T3) ⊂ L6(T3) and of the convex interpolation in-
equality.

Case 2: Alternatively, we can consider the “rotational form without pressure,” as in Layton
et al. [25], which corresponds to the formulation

nlh(u, v) := (∇× u)× v, (3.9)

and which leads to the tri-linear form

bh(u, v, w) := 〈nlh(u, v), w〉H−1×H1
#
,

such that

bh(u, v, v) = 0 ∀u, v ∈ H1
div + Vh.

Moreover, this term can be estimated as follows

|bh(u, v, w)| ≤ ‖∇ × u‖2‖v‖6‖w‖3
≤ C‖∇u‖2‖∇v‖2‖w‖1/22 ‖∇w‖1/22 ,

(3.10)

by means again of the Sobolev embedding and of the convex interpolation inequality. In
this case one is hiding the Bernoulli pressure 1

2 |v|2 into the kinematic pressure. It is well
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documented that the scheme is easier to be handled but the under resolution of the pressure
has some effects on the accuracy, see Horiuti [22], Zang [34], and the discussion in [25].

In order to overcome the numerical problems arising when using the operator from Case 2,
other computationally more expensive methods are considered, as the one below

Case 3: We consider the rotational form with approximation of the Bernoulli pressure, as
studied already in Guermond [15].

nlh(u, v) := (∇× u)× v +
1

2
∇
(

Kh(v · u)
)

,

where Kh is the L2 → Mh projection operator, which is stable, linear, and is defined as
(Khu, vh) = (u, vh), for all u ∈ L2 and vh ∈Mh. In this way the tri-linear term is such that

bh(u, v, w) := 〈nlh(u, v), w〉H−1×H1
#
,

such that

bh(u, v, v) = 0 ∀u, v ∈ H1
div + Vh.

A first estimate, which is proved also in [15], is the following one:

|bh(v, v, w)| ≤ c‖v‖H1‖v‖3 ‖w‖H1 .

Here, to better estimate the effect of the projection of the Bernoulli pressure, we use some
improved properties of the L2-projection operator Kh, which are valid in the case of quasi-
uniform meshes. In fact, for special meshes one can show also the W 1,p stability. The
improved stability for the L2-projection has a long history, see Douglas, Jr., Dupont, and
Wahlbin [14], Bramble and Xu [9], and the review in the recent work of Diening, Storn, and
Tscherpel [13]. A different approach in Hilbert fractional spaces is used in [16], but we do not
known whether this applies to the estimates we are willing to use. Anyway, we couldn’t find
the detailed proof of the required stability, which can be obtained by using the Lp-stability
of the operator Kh, the inverse inequality valid for the meshes we consider, and the W 1,p-
stability and approximation of the Scott-Zhang projection operator Πh (see [10]) valid for
f ∈ W 1,p(Ω), for p ∈ [1,∞[. Just to sketch the argument, it is enough to use the following
inequalities

‖Khf‖W 1,p ≤ c‖Kh(f −Πhf)‖W 1,p + ‖Πhf‖W 1,p

≤ ch−1‖Kh(f −Πhf)‖p + ‖Πhf‖W 1,p

≤ ch−1‖f −Πhf‖p + ‖Πhf‖W 1,p

≤ c‖f‖W 1,p .

With this stability result, in the “case 3” the nonlinear term can be estimated as follows

|bh(u, v, w)| ≤ ‖∇u‖2‖v‖6‖w‖3 + ‖∇Kh(u · v)‖3/2‖w‖3
≤
(

C‖∇u‖2‖∇v‖2 + ‖Kh(u · v)‖W 1,3/2

)

‖w‖3
≤
(

C‖∇u‖2‖∇v‖2 + ‖u‖3‖v‖3 + ‖∇u‖2‖v‖6 + ‖u‖6‖∇v‖2
)

‖w‖3
≤ C‖∇u‖2‖∇v‖2‖w‖1/22 ‖∇w‖1/22 ,

(3.11)

by means of the Sobolev embedding H1(T3) ⊂ L6(T3) and of the convex interpolation in-
equality, exactly as in the first two cases.
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3.2. Time discretization. We now pass to the description of the time discretization. For
the time variable t we define the mesh as follows: Given N ∈ N the time-step 0 < ∆t ≤ T is
defined as ∆t := T/N . Accordingly, we define the corresponding net {tm}Nm=1 by

t0 := 0 tm := m∆t, m = 1, . . . , N.

We consider the (Crank-Nicolson) method (CN) (cf. [28, § 5.6.2]). With a slight abuse of
notation we consider ∆t = T/N and h, instead of (N,h), as the indexes of the sequences
for which we prove the convergence. Then, the convergence will be proved in the limit as
(∆t, h) → (0, 0). We stress that this does not affect the proofs since all the convergences are
proved up to sub-sequences.

Once (CN) is solved, we consider a continuous version useful to study the convergence. To

this end we associate to the triple (u
m,1/2
h , umh , p

m
h ) the functions

(v∆t
h , u∆t

h , p∆t
h ) : [0, T ]× T

3 → R
3 × R

3 × R,

defined as follows:

v∆t
h (t) :=







um−1
h +

t− tm−1

∆t
(umh − um−1

h ) for t ∈ [tm−1, tm),

uNh for t = tN ,

u∆t
h (t) :=







u
m,1/2
h for t ∈ [tm−1, tm),

u
N,1/2
h for t = tN ,

p∆t
h (t) :=

{

pmh for t ∈ [tm−1, tm),

pNh for t = tN .

(3.12)

Then, the discrete equations (CN) can be rephrased as the following time-continuous system:
(

∂tv
∆t
h , wh

)

+ bh
(

u∆t
h , u∆t

h , wh

)

+ ν
(

∇u∆t
h ,∇wh

)

−
(

p∆t
h ,divwh

)

= 0,
(

div u∆t
h , qh

)

= 0,
(3.13)

for all wh ∈ Ls(0, T ;Xh) (with s ≥ 4) and for all qh ∈ L2(0, T ;Mh). We notice that the
divergence-free condition comes from the fact that umh is such that

(div umh , qh) = 0 for m = 1, ..., N, ∀ qh ∈Mh.

4. A priori estimates

In this section we prove the a priori estimates that we need to study the convergence
of solutions of (3.13) to suitable weak solutions of (1.1)-(1.2). We start with the following
discrete energy equality.

Lemma 4.1. Let N ∈ N and m = 1, .., N . Then, for solutions to (CN) the following (global)
discrete energy-type equality holds true:

1

2
(‖umh ‖22 − ‖um−1

h ‖22) + ν∆t‖∇um, 1
2

h ‖22 = 0. (4.1)

Moreover, if u0 ∈ H1
div there exists C > 0 depending on ‖u0‖H1 such that

N
∑

m=1

‖umh − um−1
h ‖22 ≤ C

(

∆t+
1

h1/2

)

. (4.2)

Proof. We start by proving the (global) discrete energy equality. For any m = 1, ..., N take

wh = χ[tm−1,tm)u
m,1/2
h ∈ L∞(0, T ;Xh) as test function in (3.13). Then, it follows

(

umh − um−1
h

∆t
, u

m,1/2
h

)

+ ν‖∇um,1/2
h ‖22 = 0,
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which holds true since u
m,1/2
h ∈ Xh and pmh ∈Mh, we have that

bh(u
m,1/2
h , u

m,1/2
h , u

m,1/2
h ) = 0 and (pmh ,div u

m,1/2
h ) = 0.

The term involving the discretization of the time-derivative reads as follows:

(umh − um−1
h , u

m,1/2
h ) =

1

2
(umh − um−1

h , umh + um−1
h ) =

1

2
(‖umh ‖22 − ‖um−1

h ‖22).

Then, multiplying by ∆t > 0, Eq. (4.1) holds true. In addition, summing over m we also get

1

2
‖uNh ‖22 + ν∆t

N
∑

m=0

‖∇um,1/2
h ‖22 =

1

2
‖u0h‖22,

which proves the l∞(L2
#) ∩ l2(H1

#) uniform bound for the sequence {umh }.
To prove (4.2) take wh = χ[tm−1,tm)(u

m
h − um−1

h ) ∈ L∞(0, T ;Xh) in (3.13). Then, after
multiplication by ∆t we get

‖umh − um−1
h ‖22 +

ν∆t

2
(‖∇umh ‖2 − ‖∇um−1

h ‖2)

≤ ∆t|bh(u
m, 1

2

h , u
m, 1

2

h , umh − um−1
h )|

≤ C∆t‖∇um, 1
2

h ‖22‖umh − um−1
h ‖1/22 ‖∇(umh − um−1

h )‖1/22 ,

where in the last line (3.8) has been used. By using the inverse inequality (3.3) and summing
over m = 1, . . . , N we get

ν∆t

2
‖∇uNh ‖22 +

N
∑

m=1

‖umh − um−1
h ‖22 ≤

ν∆t

2
‖∇u0h‖22 + C

∆t

h1/2

N
∑

m=1

‖∇um, 1
2

h ‖22‖umh − um−1
h ‖2

≤ ∆t

2
‖∇u0h‖22 +

∆t

h1/2

N
∑

m=1

‖∇um, 1
2

h ‖22(‖umh ‖2 + ‖um−1
h ‖2)

≤ ∆t

2
‖∇u0h‖22 + 2C‖u0h‖2

∆t

h1/2

N
∑

m=1

‖∇um, 1
2

h ‖22

≤ ∆t

2
‖∇u0h‖22 +

2C‖u0h‖32
ν h1/2

,

where we used the l∞(L2
#)∩l2(H1

#) bounds coming from the energy equality, and then proving
the thesis. �

Remark 4.2. At first glance the inequality (4.2) seems useless, being badly depending on h.

Recall that the convergence to zero of
∑N

m=1 ‖umh − um−1
h ‖22 is a required step to identify

the limits of v∆t
h and of u∆t

h . Nevertheless, the key step in the next section will be that of
combining this inequality with a standard restriction on the ratio between time and space
mesh-size, to enforce the equality of the two limiting functions.

The next lemma concerns the regularity of the pressure. We follow the argument in [15]
and we notice that we are essentially solving the standard discrete Poisson problem associated
to the pressure. It is for this result that the space-periodic setting is needed.

Lemma 4.3. There exists a constant c > 0, independent of ∆t and of h, such that

‖pmh ‖2 ≤ c
(

‖um,1/2
h ‖H1 + ‖um,1/2

h ‖3 ‖um,1/2
h ‖H1

)

for m = 1, . . . , N.

Proof. The proof is exactly the same as in [5, Lemma 4.3]. �

We are now in position to prove the main a priori estimates on the approximate solutions
of (3.13).
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Proposition 4.4. Let u0 ∈ L2
div and assume that (1.3) holds. Then, there exists a constant

c > 0, independent of ∆t and of h, such that

a) ‖v∆t
h ‖L∞(L2) ≤ c,

b) ‖u∆t
h ‖L∞(L2)∩L2(H1) ≤ c,

c) ‖p∆t
h ‖L4/3(L2) ≤ c,

d) ‖∂tv∆t
h ‖L4/3(H−1) ≤ c,

Moreover, we also have the following estimate

∫ T

0
‖u∆t

h − v∆t
h ‖22 dt ≤

∆t

12

N
∑

m=1

‖umh − um−1
h ‖22. (4.3)

Proof. The bound in L∞(0, T ;L2
#)∩L2(0, T ;H1

#) for v
∆t
h follows from (3.12) and Lemma 4.1,

as well as the bounds on u∆t
h in b). The bound on the pressure p∆t

h follows again from (3.12)

and Lemma 4.3. Finally, the bound on the time derivative of v∆t
h follows by (3.13) and a

standard comparison argument. Concerning (4.3), by using the definitions in (3.12) we get
for t ∈ [tm−1, tm)

u∆t
h − v∆t

h =
1

2
umh + (1− 1

2
)um−1

h − um−1
h − t− tm−1

∆t
(umh − um−1

h )

=

(

1

2
− t− tm−1

∆t

)

(

umh − um−1
h

)

.

Then, evaluating the integrals, we have

∫ T

0
‖u∆t

h − v∆t
h ‖22 dt =

N
∑

m=1

‖umh − um−1
h ‖22

∫ tm

tm−1

(

1

2
− t− tm−1

∆t

)2

dt

≤ ∆t

12

N
∑

m=1

‖umh − um−1
h ‖22.

�

5. Proof of the main theorem

In this section we prove Theorem 1.1. We split the proof in two main steps: The first one
concerns showing that discrete solutions converge to a Leray-Hopf weak solution, while the
second consists in proving that the constructed solutions are in fact suitable.

Proof of Theorem 1.1. We first prove the convergence of the numerical sequence to a Leray-
Hopf weak solution, mainly proving the correct balance of the global energy (2.2); then, we
prove that the weak solution constructed is suitable, namely that it satisfies the local energy
inequality (2.3).

Step 1: Convergence towards a Leray-Hopf weak solution. We start by observing
that from a simple density argument, the test functions considered in (2.1) can be chosen in
the space Ls(0, T ;H1

div) ∩ C1(0, T ;L2
div), with s ≥ 4. In particular, by using (3.1) for any

w ∈ Ls(0, T ;H1
div) ∩ C1(0, T ;L2

div) such that w(T, x) = 0 we can find a sequence {wh}h ⊂
Ls(0, T ;H1

#) ∩C(0, T ;L2
#) such that

wh → w strongly in Ls(0, T ;H1
#) as h→ 0,

wh(0) → w(0) strongly in L2
# as h→ 0,

∂twh ⇀ ∂tw weakly in L2(0, T ;L2
#) as h→ 0.

(5.1)
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Let {(v∆t
h , v∆t

h , p∆t
h )}(∆t,h), defined as in (3.12), be a family of solutions of (3.13). By Propo-

sition 4.4-a) we have that
{

v∆t
h

}

(∆t,h)
⊂ L∞(0, T ;L2

#), with uniform bounds on the norms.

Then, by standard compactness arguments there exists v ∈ L∞(0, T ;L2
#), such that (up to a

sub-sequence)

v∆t
h ⇀ v weakly in L2(0, T ;L2

#) as (∆t, h) → (0, 0). (5.2)

Again by using Proposition 4.4 b), there exists u ∈ L∞(0, T ;L2
#) such that (up to a sub-

sequence)

u∆t
h

∗
⇀ u weakly* in L∞(0, T ;L2

#) as (∆t, h) → (0, 0),

u∆t
h ⇀ u weakly in L2(0, T ;H1

#) as (∆t, h) → (0, 0).
(5.3)

Moreover, by using (3.1), for any q ∈ L2(0, T ;L2
#) we can find a sequence {qh}h ⊂ L2(0, T ;L2

#)

such that qh ∈ L2(0, T ;Mh) and

qh → q strongly in L2(0, T ;L2
#) as h→ 0.

Then, by using (5.3) and (3.13) we have that

0 =

∫ T

0

(

div u∆t
h , qh

)

dt →
∫ T

0
(div u, q) dt as (∆t, h) → (0, 0),

hence u is divergence-free, since it belongs to H1
div. Let us consider (4.3), then

∫ T

0
‖v∆t

h − u∆t
h ‖22 dt ≤

∆t

12

N
∑

m=1

‖umh − um−1
h ‖22 ≤ C

(

(∆t)2 +
∆t

h1/2

)

, (5.4)

where in the last inequality we used again Proposition 4.4 and the estimate (4.2). Then, the

integral
∫ T
0 ‖v∆t

h − u∆t
h ‖22 dt vanishes as ∆t → 0 if ∆t = o(h1/2), that is if (1.3) is satisfied.

Then, by using (5.2) and (5.3) it easily follows that v = u.
The rest of the proof follows as in [5], hence we just sketch the proof, referring to that

reference for full details.
By Lemma 2.4 and the fact that u = v we get that u∆t

h v∆t
h ⇀ |u|2 weakly in L1((0, T )×T

3)
as (∆t, h) → (0, 0). In particular, by using (5.4) we have that

v∆t
h , u∆t

h → u strongly in L2(0, T ;L2
#) as (∆t, h) → (0, 0). (5.5)

Concerning the pressure term the uniform bound in Proposition 4.4 d) ensures the existence

of p ∈ L
4
3 (0, T ;L2

#) such that (up to a sub-sequence)

p∆t
h ⇀ p weakly in L

4
3 (0, T ;L2

#) as (∆t, h) → (0, 0). (5.6)

Then, by using (5.1) and (5.2) we have that

lim
(∆t,h)→(0,0)

∫ T

0
(∂tv

∆t
h , wh) dt = −

∫ T

0
(u, ∂tw) dt− (u0, w(0)),

Next, by using (5.3), (5.1), and (5.6) we also get

lim
(∆t,h)→(0,0)

∫ T

0
(∇u∆t

h ,∇wh) dt =

∫ T

0
(∇u,∇w) dt.

∫ T

0
(p∆t

h ,divwh) dt → 0 as (∆t, h) → (0, 0).

Concerning the non-linear term, let s ≥ 4, with a standard compactness argument

nlh
(

u∆t
h , u∆t

h

)

⇀ u · ∇u, in Ls′(0, T ;H−1) as (∆t, h) → (0, 0).
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Then, by using also (5.1) it follows that
∫ T

0
bh(u

∆t
h , u∆t

h , wh) dt →
∫ T

0

(

(u · ∇)u,w
)

dt as (∆t, h) → (0, 0). (5.7)

Finally, the energy inequality follows by Lemma 4.1, by using the lower semi-continuity of
the L2-norm with respect to the weak convergence, since the estimate (4.1) can be rewritten
as

1

2
‖v∆t

h (T )‖22 + ν

∫ T

0
‖∇u∆t

h (t)‖22 dt ≤
1

2
‖u0‖22.

The treatment of the Case 2 and Case 3 can be done with minor changes, concerning the
tri-linear term, just using the estimate already proved in the previous section. The other
terms are unchanged and the energy estimate remains the same.

Remark 5.1. The results for Case 2 and Case 3 can be easily adapted also to cover the θ-
scheme for θ > 1/2, hence completing the results in [5] which were focusing only on the
treatment of Case 1.

Note that, the tri-linear term based on the rotational formulation from Case 2 and Case 3
(∇× u∆t

h )× u∆t
h converges exactly as in the previous step, since

(∇× u∆t
h )× u∆t

h ⇀ (∇× u)× u, in Ls′(0, T ;H−1) as (∆t, h) → (0, 0),

which implies (5.7), ending the proof in the Case 2.
In the Case 3 the term which needs some care is the projected Bernoulli pressure. In this

case note that, for 1
s∗ + 1

2 = 1
s′

∫ T

0
‖Kh(|u∆t

h |2)−Kh(|u|2)‖s
′

2 dt ≤
∫ T

0
‖|u∆t

h |2 − |u|2‖s′2 dt

≤
∫ T

0
‖|u∆t

h − u| |u∆t
h + u|‖s′2 dt

≤ ‖u∆t
h − u‖Ls∗ (L3)(‖u∆t

h ‖L2(L6) + ‖u‖L2(L6)).

This shows that

Kh(|u∆t
h |2) → Kh(|u|2) in Ls′(0, T ;L2(T3)).

Moreover, since Kh(|w|2) → |w|2 in L2(T3) for a.e. t ∈ (0, T ) and ‖Kh(|w|2)‖2 ≤ ‖w‖22,
by Lebesgue dominated convergence we have Kh(|w|2) → |w|2 in Ls′(0, T ;L2(T3)), finally
showing that

∫ T

0
(Kh(|u∆t

h |2),div v) dt →
∫ T

0
(|u|2,div v) dt.

This proves, after integration by parts, that
∫ T

0
bh(u

∆t
h , u∆t

h , w) dt →
∫ T

0
(u · ∇)u,w) dt.

Note also that since in all cases it holds that

1

2
‖v∆t

h (T )‖22 + ν

∫ T

0
‖∇u∆t

h (t)‖22 dt ≤
1

2
‖u0‖22, (5.8)

a standard lower semi-continuity argument is enough to infer that the weak solution

u = v = lim
(h,∆t)→(0,0)

u∆t
h = lim

(h,∆t)→(0,0)
v∆t
h ,

satisfies also the global energy inequality (2.2).
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Step 2: Proof of the Local Energy Inequality. In order to conclude the proof of Theo-
rem 1.1 we need to prove that the Leray-Hopf weak solution constructed in Step 1 is suitable.
According to Definition 2.2 this requires just to prove the local energy inequality. To this
end, let us consider a smooth, periodic in the space variable function φ ≥ 0, vanishing for
t = 0, T ; we use Ph(u

∆t
h φ) as test function in the momentum equation in (3.13).

The term involving the time-derivative is treated as in [5].
∫ T

0

(

∂tv
∆t
h , Ph(u

∆t
h φ)

)

dt =

∫ T

0

(

∂tv
∆t
h , u∆t

h φ
)

dt+

∫ T

0

(

∂tv
∆t
h , Ph(u

∆t
h φ)− u∆t

h φ
)

dt =: I1 + I2.

Concerning the term I1 we have that

=

∫ T

0
(∂tv

∆t
h , v∆t

h )φdt+

∫ T

0
(∂tv

N
h , (u

∆t
h − v∆t

h )φ) dt =: I11 + I12.

Let us first consider I11. By splitting the integral over [0, T ] as the sum of integrals over
[tm−1, tm] and, by integration by parts, we get

∫ T

0
(∂tv

∆t
h , v∆t

h φ) dt =

N
∑

m=1

∫ tm

tm−1

(∂tv
∆t
h , v∆t

h φ) dt =

N
∑

m=1

∫ tm

tm−1

(
1

2
∂t|v∆t

h |2, φ) dt

=
1

2

N
∑

m=1

(|umh |2, φ(tm, x)) − (|um−1
h |2, φ(tm−1, x))−

N
∑

m=1

∫ tm

tm−1

(
1

2
|v∆t

h |2, ∂tφ) dt,

where we used that ∂tv
∆t
h (t) =

um
h −um−1

h
∆t , for t ∈ [tm−1, tm[. Next, since the sum telescopes

and φ is with compact support in (0, T ) we get
∫ T

0
(∂tv

∆t
h , v∆t

h φ) dt = −
∫ T

0

(1

2
|v∆t

h |2, ∂tφ
)

dt.

By the strong convergence of v∆t
h → u in L2(0, T ;L2

#) we can conclude that

lim
(∆t,h)→(0,0)

∫ T

0
(∂tv

∆t
h , v∆t

h φ) dt = −
∫ T

0

(1

2
|u|2, ∂tφ

)

dt.

Then, we consider the term I12. Since u
∆t
h is constant on the interval [tm−1, tm[ we can write

∫ T

0
(∂tv

∆t
h , (u∆t

h − v∆t
h )φ) dt = −

N
∑

m=1

∫ tm

tm−1

(∂t(v
∆t
h − u∆t

h ), (v∆t
h − u∆t

h )φ) dt

=

N
∑

m=1

∫ tm

tm−1

( |v∆t
h − u∆t

h |2
2

, ∂tφ

)

dt,

since the sum telescopes. Hence, we have that u∆t
h − v∆t

h vanishes (strongly) in L2(0, T ;L2
#),

provided that ∆t = o(h1/2). Then, I12 → 0 as (∆t, h) → (0, 0).

Remark 5.2. It is at this point that the coupling between h and ∆t plays a role. For the
convergence of the other terms the discrete commutation property is needed. This is the
reason we are skipping some details from the other proofs, since they are very close to that
in the cited references.

We have that the I2 → 0 as (∆t, h) → (0, 0). Indeed, by the discrete commutator prop-
erty (3.4), Proposition 4.4, and the inverse inequality (3.3) we can infer

∣

∣I2
∣

∣ ≤
∫ T

0
‖∂tv∆t

h ‖H−1‖Ph(u
∆t
h φ)− u∆t

h φ‖H1dt

≤ ch
1
2 ‖∂tv∆t

h ‖
L

4
3 (H−1)

‖u∆t
h ‖

1
2

L∞(L2)
‖u∆t

h ‖
1
2

L2(H1)
≤ c h

1
2 .
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Hence, also this term vanishes as h → 0, ending the analysis of the term involving the
time-derivative.

Concerning the viscous term, we write

(∇u∆t
h ,∇Ph(u

∆t
h φ)) = (|∇u∆t

h |2, φ)− (
1

2
|u∆t

h |2,∆φ) +Rvisc,

with the “viscous remainder” Rvisc :=
(

∇u∆t
h ,∇[Ph(u

∆t
h φ) − u∆t

h φ]
)

. Since u∆t
h converges to

u weakly in L2(0, T ;H1
#) and strongly in L2(0, T ;L2

#),

lim inf
(∆t,h)→(0,0)

∫ T

0
(|∇u∆t

h |2, φ) dt ≥
∫ T

0
(|∇u|2, φ) dt,

1

2

∫ T

0
(|u∆t

h |2,∆φ) dt → 1

2

∫ T

0
(|u|2,∆φ) dt.

For the remainder Rvisc, by using again the discrete commutator property from Definition 3.1,
we have that

∣

∣

∣

∣

∫ T

0
Rvisc dt

∣

∣

∣

∣

≤ c h

∫ T

0
‖∇u∆t

h ‖22 dt→ 0 as (∆t, h) → (0, 0).

We consider now the nonlinear term bh. We have

bh(u
∆t
h , u∆t

h , Ph(u
∆t
h φ)) = bh(u

∆t
h , u∆t

h , u∆t
h φ) +Rnl. (5.9)

The “nonlinear remainder” Rnl := bh(u
∆t
h , u∆t

h , Ph(u
∆t
h φ)− u∆t

h φ) can be estimated by using
the discrete commutator property, (3.3), and (3.8), (3.10), (3.11) for the choices of the
nonlinear term approximation in Case 1, Case 2, and Case 3, respectively. Indeed, we have

|Rnl| ≤ ‖nlh(u∆t
h , u∆t

h )‖H−1‖Ph(u
∆t
h φ)− u∆t

h φ‖H1 ≤ c
√
h‖u∆t

h ‖2 ‖u∆t
h ‖2H1 , (5.10)

hence, by integrating in time
∫ T

0
Rnl dt→ 0 as (∆t, h) → (0, 0).

The last term we consider is that involving the pressure. By integrating by parts we have

(p∆t
h ,divPh(u

∆t
h φ)) = (p∆t

h u∆t
h ,∇φ) +Rp1 +Rp2.

where the two “pressure remainders” are defined as follows

Rp1 :=
(

p∆t
h ,div(Ph(u

∆t
h φ)− u∆t

h φ)
)

and Rp2 :=
(

φp∆t
h ,div u∆t

h

)

.

By using again the discrete commutator property (3.5) and (3.3) we easily get

|Rp1| ≤ c h‖p∆t
h ‖2 ‖u∆t

h ‖H1

which implies
∫ T

0
Rp1 dt→ 0 as (∆t, h) → (0, 0).

The term Rp2 can be treated in the same way but now using the discrete commutation
property for the projector over Qh

|Rp2| ≤ c‖Qh(p
∆t
h φ)− p∆t

h φ‖2 ‖u∆t
h φ‖H1 ≤ c h

1
2 ‖p∆t

h ‖
L

4
3 (L2)

‖u∆t
h ‖

1
2

L2(H1)
‖u∆t

h ‖
1
2

L∞(L2)
,

and finally this implies that
∫ T

0
Rp2 dt→ 0 as (∆t, h) → (0, 0).

The convergence
∫ T

0
(p∆t

h u∆t
h ,∇φ) →

∫ T

0
(p u,∇φ),
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is an easy consequence of (5.5), (5.6) and Proposition 4.4 b). This steps are common to the
three cases.

We now treat the inertial term, in the Case 1 the definition of nlh in (3.6) allows us to
handle the first term on the right hand side in (5.9) with some integration by parts as follows:

bh(u
∆t
h , u∆t

h , u∆t
h φ) = −

(

u∆t
h

1

2
|u∆t

h |2,∇φ
)

.

By arguing as in [5] it can be proved that

u∆t
h

1

2
|u∆t

h |2 → u
1

2
|u|2 strongly in L1(0, T ;L1), as (∆t, h) → (0, 0),

and one shows that
∫ T

0
bh(u

∆t
h , u∆t

h , u∆t
h φ) dt → −

∫ T

0

(

u
1

2
|u|2,∇φ

)

dt as (∆t, h) → (0, 0).

In the Case 2 the result is much simpler since, by direct computations one shows that for
smooth enough w we have (by a point-wise equality, where ǫijk the totally anti-symmetric
tensor)

[

(∇× w)× w
]

· (φw) =
∑

i,j,k,l

(ǫjki − ǫjlm)∂lwmwkwiφ

= φ
∑

i,k

wk∂kwiwi − wi∂iwkwk = 0.

Hence, we get

bh(u
∆t
h , u∆t

h , u∆t
h φ) = 0,

and there are not terms to be estimated.

In the Case 3 we get instead (cf. [15, Lemma 4.1])

bh(u
∆t
h , u∆t

h , u∆t
h φ) = −1

2

(

Kh(|u∆t
h |2),div(φu∆t

h )
)

= −1

2

(

u∆t
h |u∆t

h |2,∇φ
)

+R1 +R2

with

R1 := −1

2

(

u∆t
h Kh(|u∆t

h |2)− u∆t
h |u∆t

h |2,∇φ
)

and R2 := −1

2

(

φKh(|u∆t
h |2),div u∆t

h

)

,

The strong Ls′(0, T ;L2)-convergence of Kh(|u∆t
h |2 implies that

∫ T
0 |R1| dt → 0. While using

the discrete commutator property for R2 we estimate

|R2| =
1

2

(

φKh(|u∆t
h |2)−Qh(φKh(|u∆t

h |2)),div u∆t
h

)

|

≤ ch‖Kh(|u∆t
h |2)‖2 ‖u∆t

h ‖H1 ≤ ch‖u∆t
h ‖24 ‖u∆t

h ‖H1

≤ ch1/2‖u∆t
h ‖22 ‖u∆t

h ‖2H1 ,

which shows that
∫ T
0 |R2|dt → 0. �
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6. Extension to other second order schemes

The techniques developed in the previous sections are general enough to be used to
handle with minor changes, also some more general second order schemes, as for instance
the Crank-Nicolson with Linear Extrapolation (CNLE) and the Crank-Nicholson/Adams-
Bashforth (CNAB), as reported below. We have the following result

Theorem 6.1. Let the same assumptions of Theorem 1.1 be satisfied and replace assump-
tion (1.3), by (6.2) for the (CNLE) algorithm and replace assumption (1.3), by (6.4) for
the (CNAB) algorithm. Then, solutions of both schemes converge to a suitable weak solution
of the NSE.

The proofs are in the same spirit of those of the previous section, once appropriate estimates
(independent of m) are proved. For this reason we just include the changes with respect to
the proofs of the other cases previously treated.

Crank-Nicolson with Linear Extrapolation (CNLE) Another scheme which is similar
to the Crank-Nicolson (CN) in terms of theory, but better performing in terms of numerical
properties is the Crank-Nicolson with Linear Extrapolation as introduced in Baker [2] and
studied by Ingram [23] especially in the context of non-homogeneous Dirichlet problems.

In this case the scheme is defined, for m ≥ 2 by

(dtu
m
h , vh) + ν(∇um,1/2

h ,∇vh) +
1

2
bh(3u

m−1
h − um−2

h , u
m+1/2
h , vh)− (pmh,,div vh) = 0,

(div umh , qh) = 0,
(CNLE)

where the operator bh(·, ·, ·) is the same as in “Case 1” of the previous section and for m =
1 the scheme is replaced by (CN) to be consistent with second order time-discretization.
Scheme (CNLE) is linearly implicit, unconditionally and nonlinearly stable, and second order
accurate, see [2, 23, 24]. In [24], it is shown that no time-step restriction is required for the
convergence (but with mild assumptions on the pressure) and additionally it is proved the
optimal convergence for smoother solutions.

Here we prove the following result which is not assuming any extra-assumption neither on
the Leray-Hopf weak solution u nor on the pressure p, and that can be used to prove the
local energy inequality, reasoning as in the previous sections.

Lemma 6.2. Let N ∈ N and m = 1, .., N . Then, for (CNLE) the following discrete energy-
type equality holds true:

1

2
(‖umh ‖22 − ‖um−1

h ‖22) + ν∆t‖∇um, 1
2

h ‖22 = 0. (6.1)

Moreover, if u0 ∈ H1
# there exists C > 0 such that if

∆t ≤ ν

16
min

{

h2,
h3‖u0‖2
4C2

}

, (6.2)

then
N
∑

m=2

‖umh − um−1
h ‖22 ≤ C.

Proof. The first part of Lemma 6.2 can be proved in a direct way simply using u
m+1/2
h as test

function, obtaining (6.1); the proof of the second estimate requires some additional work, in
the spirit of [27, Sec. 19]. To this end let us define

δmh :=
umh − um−1

h

2
,
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and using 2∆t umh as test function in (CNLE) we get

‖umh ‖22−‖um−1
h ‖22 + ‖δmh ‖+ 2ν∆t‖∇umh ‖22

= −2ν∆t(∇δmh ,∇um)−∆t bh(3u
m−1
h − um−2

h , u
m+1/2
h , umh ),

= −2ν∆t(∇δmh ,∇um)−∆t bh(3u
m−1
h − um−2

h ,
−umh + um−1

h

2
, umh ),

Hence, the right hand side can be estimated as follows

|2ν∆t(∇δmh ,∇um) + ∆t bh(3∇um−1
h −∇um−2

h , δmh , u
m
h )|,

≤ 2ν∆t‖∇δmh ‖2‖∇um‖2 + C∆t(‖3∇um−1
h ‖2 + ‖∇um−2

h ‖2)‖∇umh ‖2‖δmh ‖1/22 ‖∇δmh ‖1/22

≤ 2∆t

h
‖δmh ‖2‖∇um‖2 +

C∆t

h3/2
(‖3um−1

h ‖2 + ‖um−2
h ‖2)‖∇umh ‖2‖δmh ‖2

≤ 1

4
‖δmh ‖22 +

8(∆t)2

h2
‖∇um‖22 +

1

4
‖δmh ‖22 +

8C2(∆t)2

h3
(‖3um−2

h ‖2 + ‖um−2
h ‖2)2‖∇umh ‖22.

Next, using the uniform estimate on ‖umh ‖2 coming from the previous step we get

‖umh ‖22 − ‖um−1
h ‖22 +

1

2
‖δmh ‖22 + ν∆t‖∇umh ‖22

(

2− 8∆t

ν h2
− 32C2∆t

ν h3
‖u0‖22

)

≤ 0,

and under the restriction on ∆t and h from (6.2) we obtain

‖umh ‖22 − ‖um−1
h ‖22 +

1

2
‖δmh ‖22 + ν∆t‖∇umh ‖22 ≤ 0,

which ends the proof by summation over m. �

The convergence to a weak solution satisfying the global and the local energy inequality
follows in the same manner as in [5] and by using also the results from the previous section.
Once the estimated are proven one has just to rewrite word-by-word the proof in the Case 1.

Crank-Nicolson/Adams Bashforth In the same spirit of the “Case 1” we can also consider
the Crank-Nicolson scheme for the linear part and the Adams-Bashforth for the inertial one,
as it is studied for instance in [27, Sec. 19]. The algorithm reads as follows: solve for m ≥ 2

(dtu
m
h , vh) + ν(∇um,1/2

h ,∇vh)+
3

2
bh(u

m−1
h , um−1

h , vh)

− 1

2
bh(u

m−2
h , um−2

h , vh)− (pmh,,div vh) = 0,

(div umh , qh) = 0,

(CNAB)

where bh(·, ·, ·) is defined by means of (3.6)-(3.7), while again u1h is obtained by an iteration
of (CN).This method is explicit in the nonlinear term and only conditionally stable [27, 20].
The (CNAB) method is popular for approximating Navier-Stokes flows because it is fast and
easy to implement. For example, it is used to model turbulent flows induced by wind turbine
motion, turbulent flows transporting particles, and reacting flows in complex geometries, see
Ingram [24].

First observe that it is possible to prove, with a direct argument, a sort of energy balance
for the scheme, namely an inequality of this kind

1

2
‖u1h‖22 + ν∆t‖∇u1/2h ‖22 ≤

1

2
‖u0‖22,

but nevertheless, from the above estimate, one can also obtain by means of the inverse
inequality

1

2
‖u1h‖22 +

ν∆t

4
‖∇u1h‖22 ≤

1

2
‖u0‖22 +

ν∆t

4
‖∇u0h‖22 ≤

(1

2
+
ν∆t

4h2
)

‖u0‖22 := K3, (6.3)
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with K3 independent of ∆t and h. The estimate for m > 1 are obtained by a induction
argument in [27, Lemma 19.1]. The proved result is the following

Lemma 6.3. Assume that u0 ∈ L2
div and (6.3) holds. Then, there exists K4 independent of

∆t and h such that if

∆t ≤ 4c21
ν

and
∆t

h3
≤ max

{

1

32ν
,
cν

K4

}

, (6.4)

then
‖unh‖22 ≤ K4,

N
∑

m=1

‖umh − um−1
h ‖22 ≤ 32K4,

∆t
N
∑

m=1

‖∇umh ‖22 ≤ 4K4.

(6.5)

We just comment that the proof is obtained by showing (with the same estimates employed
in the previous case) that

(

1 +
∆t

2c21

)

ξn ≤ ξn−1 where ξm := ‖umh ‖22 +
1

4
‖umh − um−1

h ‖22,

and then applying and inductive argument. This is enough to prove the standard result
umh ∈ l∞(L2) ∩ l2(H1) from which one deduces the estimates also on the pressure. Next
passage to the limit is again standard showing that the linear interpolated sequence converges
to a distributional solution of the NSE.

A non trivial point is to justify the global energy inequality, because in this case the
estimate (5.8) does not hold. The functions v∆t

h and u∆t
h have the requested regularity but

do not satisfy the correct energy balance, since

3

2
bh(u

m−1
h , um−1

h , umh )− 1

2
bh(u

m−2
h , um−2

h , umh ) 6= 0.

The correct energy balance is satisfied only in the limit (h,∆t) → (0, 0), but this cannot be
deduced at this stage. As usual the global energy inequality cannot be proved by means of
testing with the solution itself, but only after a limiting process, cf. [4].

The way of obtaining it passes through the verification that (u, p) is a suitable weak
solution. The validity of the local energy inequality can be done as in [5] and results in
Case 1, once the (conditional) estimate in (6.5)2 are obtained. Note that in this case the
restriction on the relative size of ∆t and h are needed already for the first a priori estimate.

Next, by adapting a well-known argument in [11, Section 2C] we can deduce it from (2.3).
In fact, it is enough to replace φ by the product of φ and χǫ (which is a mollification of
χ[t1,t2](t), the characteristic function of [t1, t2]) and pass to the limit as ǫ→ 0 to get

∫

T3

|u(t2)|2φ(t2) dx+ ν

∫ T

0

∫

T3

|∇u|2φdxdt ≤

≤
∫

T3

|u(t1)|2φ(t1) dx+

∫ T

0

∫

T3

[ |u|2
2

(∂tφ+ ν∆φ) +

( |u|2
2

+ p

)

u · ∇φ
]

dxdt,

and the above formula is particularly significant if φ(τ, x) 6= 0 in (t1, t2). Next in the above
formula one can take a sequence φn of smooth functions converging to the function φ ≡ 1
and at least in the whole space or in the space periodic setting one gets the global energy
inequality (2.2) as is explained at the beginning of [11, Section 8]. Moreover, the same
argument applied to arbitrary time intervals shows also that

1

2
‖u(t2)‖22 + ν

∫ t2

t1

‖∇u(s)‖22 ds ≤
1

2
‖u(t1)‖22 for all 0 ≤ t1 ≤ t2 ≤ T.
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hence that the strong global energy inequality holds true.
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