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Abstract—A coordinated dynamic sensor network of autonomous 
underwater gliders to estimate 3D time-varying environmental 
fields is proposed and tested. Integration with a network of 
surface relay nodes and asynchronous consensus are used to 
distribute local information and achieve the global field estimate. 
Field spatial sparsity is considered and field samples are acquired 
by compressive sensing devices. Tests on simulated and real data 
demonstrate the feasibility of the approach with relative error 
performance within 10%. 
 

Index Terms—dynamic sensor networks, distributed 
processing, consensus protocols, compressive sensing, underwater 
autonomous gliders, environmental field estimation. 

I. INTRODUCTION 

HE advent and improvement of autonomous underwater 
vehicle technology open wide new perspectives on 
sampling the ocean efficiently and persistently at feasible 

costs [1][2]. In particular, the autonomous capability of 
robotic sampling networks, able to satisfy in real time 
prescribed requirements, exhibits high quality ocean field 
estimation and forecast. At the same time, this kind of 
networks poses new challenging problems regarding the 
managing and the automatic control of such networks [3][4]. 
Recent advances in distributed statistical signal processing 
techniques related to the control and the inference in dynamic 
sensor networks, provide a robust theoretical framework to 
tackle several challenges [5][6][7][8][9]. Furthermore, this 
paradigm of autonomous network of vehicles permits the 
ocean sampling with a minimum amount of human 
supervision. 
This work describes an approach for optimally estimating 
slowly varying environmental spatial fields in a distributed 
fashion by a fleet of autonomous underwater vehicles (agents), 
integrated with a network of relay nodes. The system 
architecture allows all the agents and all the relay nodes to 
converge to the optimal estimated field. These characteristics 
are suitable, in particular, for the control of a network of 
underwater vehicles, where each agent of the network can 
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communicate sporadically with one or more relay nodes (see 
Fig. 1). 

 
Fig. 1. Sensor network structure. 

 
We focus on the case of an underwater network of agents such 
as gliders [1], that sporadically emerge to perform satellite or 
radio communications.  

Underwater communications are not used as the glider 
agents considered in this work, mainly for technological limits 
(vehicle size and energy budget), are not equipped with an 
acoustic modem (Tx/Rx). The agents do not directly 
communicate each other, neither underwater nor at surface. 
Communications are only asynchronous at surface between 
agents and a network of relay nodes that is reachable by a 
vehicle with high probability through satellite/radio links 
when it is at surface. Synchronous communications at surface 
among agents are unfeasible as it is difficult to synchronize 
the surfacing phase of the vehicles. The sensor network 
envisioned in this work has a wide geographic extension to 
cover large areas of the order of tens/hundreds of km. In order 
to exchange information frequently, directly between agents, 
by using underwater communications, the communication 
range should be sufficiently big in order to avoid the vehicles 
to communicate only when they are in proximity of each 
other. Considering the typical extension of the surveyed area 
and the slow speed of the vehicles (nominally 0.6 m/s) short 
communication ranges will make the information exchange 
very poor, degrading the overall performance of the system. 
Again, for the moment, a long distance underwater 
communication capability goes beyond the technological 
limits of the considered class of vehicles. Nevertheless, the 
distributed estimation algorithm and network control proposed 
in this work is still valid, with minor changes, in case 
technology allows for different communication architectures, 
such as an ad-hoc network of underwater nodes where gliders 
pass on information from one to another. 

The relay node acts as an information gateway to 
asynchronously distribute the local information collected by a 
sensor to all the other sensors. The global estimation of the 
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spatial field is, in this way, iteratively computed and somehow 
shared by all the nodes of the network. The estimated field can 
be retrieved by interrogating a node when this is reachable by 
the user. The information diffusion is based on the consensus 
protocol among sensors and the relay node(s) [7][10][11][12]. 

The relay nodes supporting the agent network of underwater 
gliders can include a single remote command and control 
centre communicating with gliders at surface through a 
satellite link (like Iridium) [1], oceanographic fixed surface 
buoys, surface vehicles (like wave gliders [13][14]) and/or an 
oceanographic mother ship all connected by satellite and/or 
radio-links or a combination of the previous options. 
Normally, these surface assets are deployed during 
oceanographic campaigns so that the additional cost of 
configuring them as a network of relay nodes is negligible. 
The spatial field of interest is assumed to be constant in time 
or slowly time-varying. Moreover, we also consider the case 
in which the field is spatially sparse, i.e. the field can be 
represented by a number of informative components that is 
lower than the total number of dictionary base functions used 
to represent it. The estimation algorithm is based on a sparsity 
aware Kalman filter (SA-KF) [15][16] to refine the solution by 
taking into account the field sparsity constraints. The sensors 
are equipped with a compressive sensing (CS) device [17] to 
compress the collected information directly at the sampling 
stage. In this way, the sensors can operate at a lower sampling 
rate than the original sensor rate preserving information and 
simplifying the sampling hardware on the side of the analog 
frontend [17]. 

The network sampling strategy is adaptive. In particular, the 
path of an agent of the network is optimized in such a way that 
the agents are forced to move into the most informative 
regions, e.g. see [9]. In other words, the measurements are 
collected in those areas where the estimate is more inaccurate. 

The proposed architecture can be applied to map spatial 
fields for any measureable environmental parameter such as 
seawater temperature and optical properties, acoustic noise 
distribution and pollutant concentration. Moreover, with some 
suitable modifications, the system can become a target grid 
tracker as proposed in [15][16], or a distributed device for 
herding activity in intelligence and border security 
applications, as suggested in [19]. 

The architecture can find use especially in the case of large-
scale networks of autonomous underwater vehicles like gliders 
[1]. These vehicles typically perform underwater missions 
covering large areas and for long periods of time (even 
months). They can communicate to a command and control 
center through a satellite link (or a radio link in the proximity 
of the coast, mother ships and/or surface vehicles) only when 
at sea surface and cannot communicate underwater with other 
vehicles or gateways through an acoustic link at very long 
range, due to energy budget and communication equipment 
constraints. They form a multi-payload platform carrying on 
board several scientific sensors at the same time such as 
conductivity, temperature and depth (CTD) sensors, seawater 
optical parameter sensors and acoustic hydrophones, thus 
implying a great accumulation of data in the vehicle storage 
system. 

This work follows the seminal papers [19] and [20] on 
spatial field distributed estimation by dynamic sensor 

networks in a centralized as well as de-centralized way for the 
static and dynamic cases. The protocols proposed in these 
works suppose that neighboring agents can communicate each 
other continuously. These papers do not take into account 
networks with intermittent communication links and the 
sparsity of the spatial field. Moreover, sensors work at the 
Nyquist rate and are not equipped with a CS device. The SA-
KF was introduced in [15][16], where the authors propose a 
grid tracking system taking advantage of the inherent sparsity 
of the surveillance scene (that is usually characterized by a 
number of targets that is much lower than the total number of 
grid cells). The work takes into account static sensors and no 
applications are considered to dynamic sensor networks.  

The novel contribution of this paper consists in the design 
and the application of an adaptive dynamic network for 3D 
ocean field estimation in a distributed way by a fleet of 
underwater autonomous gliders. In particular, the originality 
of this work is in the combination of advanced well known 
techniques in sensor networks, distributed inference, dynamic 
network control and sparse sampling, and in their use in an 
oceanographic application that is challenging. The design 
solves the sporadic and asynchronous communication limiting 
factors, promotes a parsimonious and compact field 
representation by introducing spatial sparsity constraints, and 
directly compresses the acquired information at the sampling 
stage by using CS devices.  

The paper aims at evaluating the performance of the system 
for specific scenarios. The scenarios here reported are based 
on simulated 3D static and dynamic spatially sparse fields and 
on a real non-sparse oceanographic forecast model of the sea 
water temperature, the Navy Coastal Ocean Model (NCOM) 
[18]. The achieved mean steady state relative error between 
the estimated and the true field is within 10%. 

This paper is organized as follows. Section 2 provides the 
overview of the system. In particular, the field decomposition 
is first introduced; the field estimation algorithm based on a 
centralized Kalman filter architecture is described and the CS 
sensor device model that is used to modify the original 
Kalman filter measurement equation is specified; the 
subsections on sparsity aware Kalman filter, agent control law 
and kinematic model of underwater autonomous glider close 
Section 2. In Section 3 the centralized architecture is 
distributed and the consensus protocol is detailed. Section 4 
provides simulation results while Section 5 ends the paper 
drawing conclusions and highlighting future work. 

II. CENTRALIZED ESTIMATION 

This section provides an overview of the centralized field 
estimation algorithm. Methods to promote the sparsity in the 
estimation at the local nodes will also be introduced. The 
consensus protocol will be detailed later in Section 3. The 
estimation procedure relies on the expansion of the spatial 
field on a basis of known spatial functions, weighted by 
unknown coefficients which are in general time variant. The 
spatial field to be estimated can be written as [19]: 

1

( ; ) ( ) ( ) ( ) ( )
L

j j
j

g t c t t


  r r r c  (1) 

 
where r  is the spatial position vector in the region of interest 
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(for instance 2D or 3D, in a Cartesian reference system), 

1
[ , , ]T

L
c cc  , cj is the j-th coefficient, ( )

j
 r  is the j-th base 

function and L is the total number of base functions. For the 
sake of clarity, from now on, the time variable t is dropped 
from the coefficient expressions. Given the base of spatial 
functions, 1

( ) [ ( ), , ( )]
L

  r r r , the problem of estimating 
the scalar field from the sensor measurements is equivalent to 
estimate the coefficient vector c. 

We assume here that the coefficient vector c  is sparse, i.e. 
the coefficient vector has K L  non-zero components 
whose amplitude and support are unknown. In this case, the 
vector c can be conveniently estimated using algorithms that 
take into account its sparsity. Here we use a sparsity aware 
Kalman filter, as suggested in [15][16]. Moreover, the network 
agents considered in this work are equipped with a sparse 
sensing acquisition device such as the random demodulator 
[17]. The coefficient vector can be estimated sequentially at a 
sampling rate lower than the Nyquist limit by including in the 
Kalman filter measurement equation the sparse device model. 

The following subsections will detail the estimation 
algorithm in various forms. In particular, the centralized 
model is first introduced, together with the coordinated 
network control. The CS version of the algorithm is described 
introducing first the random demodulator measurement 
equation and then the sparsity aware Kalman filter. A 
description of the agent used in simulation tests is also 
provided, including the kinematic and the operational and 
communication constraints. 

A. Centralized estimation  
Centralized coefficient estimation is based on a network of 

agents that communicate to a fusion center (FC) their local 
field estimates at each time step k. The FC processes the local 
estimates by averaging them to obtain the global field 
estimate. The centralized algorithm here detailed is not 
feasible for a glider network because it would require local 
estimates available at the fusion center at each time step. This 
is not possible as the vehicles cannot communicate 
acoustically underwater with the FC, but only when at surface, 
typically every 1 to 3 hours, by a satellite/radio link. The 
centralized system is then an ideal system that is used to 
compare the consensus based distributed solution detailed in 
section III. 

The estimation-level fusion (similarly to track-to-track 
fusion as in [21][22]), rather than the Kalman filter centralized 
solution that fuses the sensor measurements [19], has been 
chosen for several reasons. The fusion algorithm here used is 
optimum in the minimum mean square error (MMSE) and 
maximum likelihood (ML) sense considering the sensors 
estimates as independent [21][22][23]. As this hypothesis is 
not always true, the FC processor is in general sub-optimal, 
but with the advantage of reducing complexity. The FC (as 
well as the RNs in the consensus algorithm as detailed in 
section III) does not explicitly promotes sparsity. Instead, the 
sparsity is promoted at the agent local level (see section II.B 
and II.C) and the sensor estimates are fused in the FC (or in 
the RNs) similarly to [24] in which a pool of sparse solutions 
are averaged in order to improve the final estimate. The fused 

estimate is then feedback to the sensors to reinitialize the local 
estimates. The sensors indirectly share information among 
them and, because the agents share the same field model, the 
local estimates converge in terms of support and amplitude to 
the true global state vector after a transitory phase. Moreover, 
being the distributed consensus algorithm based on the fusion 
of local agent estimates as detailed in section III, the 
comparison with the centralized solution is more consistent 
and straightforward. The comparison with a measurement-
level centralized solution is also possible and it can be a 
further topic for future work. 

Compared to a solution in which the agents exchange their 
measurements with the FC (or the RN nodes) and the control 
of the agent network is centralized as in [19], the approach 
here followed, based on estimation-level fusion and local 
agent control, has a higher communication overhead, but 
makes the integration of new agents in the network more 
flexible as a measurement model is not required at the FC, and 
the FC has not to know the local agent measurement model 
and the network spatial configuration at a given time step (the 
sensor positions are not needed at the FC). Moreover, the local 
control, that is based on the agent position, the measurement 
model and the estimation covariance (as detailed in section 
II.D), is more robust to communication failures [25] as an 
agent can apply control using local estimates instead of fused 
estimates at the FC which are not available due to a missed 
communication [14]. 

The local agent sequential estimation is performed by a 
Kalman filter in which the coefficient dynamic is modeled by 
a linear state space equation shared by all the agents: 

 

, , 1i k k i k k k k  c F c G u n , (2) 
 
where k

F  is the state transition matrix, k
u  is a P  dimensional 

column vector of exogenous forcing factor, weighted by the 
known L P matrix k

G , and k
n  are Gaussian distributed 

independent noise vectors with known covariance matrix 
2 2
1, ,

([ , , ] )T
k k L k

diag  Q  , where 2
,j k

  is the variance of the 
j-th coefficient, with 1, ,j L  . 

Assuming a network composed of N sensors, the i-th 
sensor, for 1, ,i N  , acquires at each time step a noisy 
measurement 

,i k
y  of the field. The i-th sensor measurement 

equation can be expressed as follows: 
 

, , , ,i k i k i k i k
y e h c , (3) 
 
where , 1 , ,

[ ( ), , ( )]
i k i k L i k

 h r r  is the measurement vector 
and ri,k is the position of the i-th sensor at time step k. The 
scalar 

,i k
e  is a Gaussian uncorrelated random noise, 

independent from k
n , with variance 2

, ,
[ ]

i k i k
R . Each sensor 

runs the Kalman filter prediction and update steps to provide 
the sequential estimate of the coefficient vector 

,î k
c and its 
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covariance matrix 
,

ˆ
i k

C  to the FC. The FC fuses the local 

information matrix, 1
, ,

ˆ ˆ
i k i k

D C , and the local information 

vector 
, , ,

ˆˆ ˆ
i k i k i k

g D c  by a weighted sum: 
 

,
1

ˆ ˆ
N

k i i k
i

w


 g g , (4) 

,
1

ˆ ˆ
N

k i i k
i

w


 D D , (5) 

 
and then retrieves the global coefficient vector as 1ˆˆ ˆ

k k k
c D g  

and its covariance matrix as 1ˆ ˆ
k k

C D . The FC broadcasts the 
global estimates to the sensors to update the local estimates 
with the global ones. 

In principle, the dynamic equation as well as the 
measurement equation can be non-linear. In this case, a non-
linear sequential filter like the unscented Kalman filter (UKF) 
[26] can be used. In this work, only the linear case is 
considered. When the dynamic of the coefficients is unknown, 
equation (2) is used with k L

F I  and k L PG O  ( L
I  is the 

L L  identity matrix and L PO  is the L P  matrix having 

all zero entries), and with 2
,j k

  as free parameters that can be 
tuned to adjust the velocity at which the system adapts its 
estimate to the true dynamic of the coefficients [27]. The 
tradeoff to be considered is between the filtering response of 
the system and the estimate residual error [27]. 

B. Sensor model and CS measurement equation 
Compressive sensing provides both the theoretical 

framework and the practical tools to efficiently approach the 
sampling and the reconstruction of sparse signals [28][29]. 
The CS sampling process is modeled by a linear system as 
follows: 

 
 y x , (6) 

 
where 1

[ , , ]T
W

x xx   is a sparse vector of W samples 
acquired at the Nyquist rate,   is an M W  sampling 
matrix, with M<W, and 1

[ , , ]T
M

y yy   is a vector of M CS 
measurements. If the vector x has K unknown components 
different from  zero, with K<<W, CS theory states that x can 
be exactly recovered by minimizing its L1-norm constrained 
by (6) from a number of CS measurements M proportional to 
Kln(W). CS theory provides a way to sample more efficiently 
sparse signals, where the sparsity is in a given linear 
transformed domain. This is typically carried out by 
developing cheap analog sampling devices working at a lower 
sampling rate. A large part of research efforts in CS is devoted 
to the implementation of sampling schemes that can be 
modeled by (6) with random sampling matrices.  

The random demodulator (RD) device, proposed in [17] 
(see Fig. 2), consists in first modulating the analog input 
signal, ( )x t , with an analog random sequence, ( )

c
p t , of 

impulses at Nyquist rate (the chip sequence) with amplitude 
that takes 1  equiprobable values. The modulator is followed 
by an integrator and a sample and hold device that works at a 
lower sampling rate than Nyquist.  

 

 
Fig. 2. Random demodulator scheme. Adapted from Tropp et al [17]. 
 

If the observation time is normalized to 1, the Nyquist rate 
is 1/W , the integration is performed in the interval 
[ , 1 / )t t M  and the sample and hold device works at a rate 
equal to 1/ M . At the end of the observation time, the device 
provides a vector of M samples given by (6). The sampling 
matrix   that models the RD in (6) can be decomposed as the 
product of two matrices,   H , where 

 
/

1    1    1 0 0 0 0 0 0 0

0    0    0 1 1 1 0 0 0 0

0    0    0 0 1 1 1

W M 
 
 
 

  
 
 
 
  

H







 

 (7) 

 
is a M W  matrix simulating the integration and 

0 1
([ , , ] )T

W
diag p p    , with 1

j
p   , a sequence of 

equiprobable binary symbols simulating the chip sequence. 
Each row of H contains a sequence of 1’s with a length of 

/B W M  samples starting at the ( 1)mB  -th column, 
with 0, , 1m M  . 
 

 
Fig. 3. Centralized Kalman filter estimation from CS samples of the scalar 
field. 

 
In this work, each sensor is equipped with a CS device like 

the RD. The local Kalman filter directly processes the CS 
samples working at a lower than Nyquist sampling rate (see 
Fig. 3). In order to allow the Kalman filter to process such 
samples, the measurement equation (3) has to be modified to 
properly model the RD sampling process. If B is the CS block 
of Nyquist samples that are weighted by the chip sequence and 
then averaged, the CS sample at time k mB  of the i -th 
sensor is: 
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, , , , ,

1 1T T
i mB i mB i mB mB i mB i mB

y
B B

 p H c p e , (8) 

 
where 
 

, , 1 , 1 ,
[ , ,  ]T T T T

i mB i mB B i mB i mB  H h h h  (9) 
 
and 
 

, 1 , ,
[ ( ), , ( )]

i mB b i mB b L i mB b
   h r r  (10) 

 
With 1, , 0b B   . , , ,1 , ,

[ , , ]T
i mB i mB i mB B

p pp   is the chip 
random sequence of the i -th sensor and 

, , 1 ,
[ , , ]T

i mB i mB B i mB
e e e   is the noise sequence in (3), for 

1, ,k mB B mB    . The local Kalman filter predicts 
the measurement using (8) and updates the coefficient 
estimate prediction, ,( 1), ( 1)

ˆ ˆ
mB i m B mB mBi mB m B 

 c F c G u , by 

using the innovation between the actual measurement and the 
predicted one. The final measurement equation is: 
 

, , , ,i mB i mB i mB i mB
y  q c , (11) 
 
where 
 

, , ,

1 T
i mB i mB i mBB

q p H  (12) 

 
and 

, , ,
/T

i mB i mB i mB
B  p e , is a Gaussian random noise having 

the same variance of 
,i k

e  (this is due to the particular choice of 
the chip sequence). 

C. Sparsity aware Kalman filter 
In order to take advantage of the sparse structure of the 

coefficient vector, the local Kalman filter applies a further step 
after the measurement update that refines the coefficient 
estimation enforcing sparsity (see Fig. 4). The filter is inspired 
by the so called sparsity aware Kalman filter (SA-KF) as 
proposed in [15][16]. This filter substitutes the classical 
Kalman update step with a gradient descent iterative algorithm 
initialized by the predicted state vector estimate in order to 
minimize a three term functional that include the L1-norm of 
the state vector. The approach followed here is similar to 
[15][16] with the iterative minimization initialized by the state 
vector estimate updated by the classical Kalman update step. 
In particular, the refinement step consists in minimizing a cost 
function composed of three additive terms: (i) the square error 
between the coefficient 

,i mB
c  and the Kalman estimate 

,î mB
c , 

weighted by 1
,

ˆ
i mB
C ; (ii) the square error between the 

measurement vector 
,i mB

y  and the predicted measurement 

, ,i mB i mB
q c ; (iii) the L1-norm of the coefficient vector, that is 

the term that promotes sparsity in the solution, weighted by a 
constant parameter SA

  that controls the sparsity-bias tradeoff 
[15][16]. 

 
 

Fig. 4. Kalman filter with the sparse refining scheme. 
 

The refined estimate of the coefficient vector is obtained by 
minimizing the following cost function: 

 

1
,

1
,

, ,

2

, , ˆ

2

, , , , 1

argmin[ ( )]

ˆargmin

.

mB

i mBmB

i mB

i mB SA i mB

i mB i mB

i mB i mB i mB SA i mBR

J

y 








  




   


c

Cc

c c

c c

q c c



 (13) 

 
Equation (13) is solved iteratively by a stochastic gradient 

descent algorithm. Given the coefficient state transition 
equation (2) with k L

F I  and k L PG O  and the 
measurement matrix (12), the gradient of the cost function in 
(13) can be written as: 

 
1

, , , ,

1
, , , , ,

ˆ ˆ( ) 2[ ( )

                ( ) ]

SA i mB i mB i mB i mB

T
i mB i mB i mB i mB i mB SA L

J

R y 





    

  

c C c c

q q c 1

, (14) 

 
that is valid for positive coefficients for which the L1-norm is 
differentiable. 

The refined solution is found by iterating the following 
equation: 

 

, , ,
( 1) ( ) [ ( )]

i mB i mB SA i mB
l l J l   c c c   , (15) 

 
where SA

  is an update step size parameter, until the error 

between ( 1)
mB

l c  and ( )
mB

lc  is below a given threshold or 
after a maximum number of iterations. The iteration starts 
with the coefficient estimate at the output of the regular 
Kalman filter stage i.e. 

, ,
ˆ(0)

i mB i mB
c c . The estimate can also 

be constrained; in case of non-negativity constraints, for 
instance, the estimate (15) can be projected onto the non-
negative orthant as proposed in [15][16]. 

In this work, a modification to the algorithm (13) is 
proposed, in which the L1-norm term is substituted by a 
smoothed approximation of the L0-norm of the coefficient 
vector [30]: 

2 2
, , ,

1

, ,
1

( ) exp( / 2 )

( )

SA

SA

L

i mB i j mB SA
j
L

i j mB
j

F L c

L f c










  

 





c
, (16) 
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