Photoluminescence from ultrathin Ge-rich multiple quantum wells observed up to room temperature: Experiments and modeling
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I. INTRODUCTION

While group IV elemental semiconductors Si and Ge and their Si1−xGex alloys dominate semiconductor electronics, their use in optoelectronics is limited due to their indirect fundamental band gap and the consequently poor radiative recombination efficiency [1]. Therefore, nanostructures based on the SiGe system have been considered as a potentially active material class with improved optical performance [2]. In particular, Si1−xGex quantum wells (QWs) have been the subject of theoretical and experimental investigations [3,4]. Among other techniques, photoluminescence (PL) has proven to be a particularly useful method for studying optical transitions in such structures [5–8]. Shortly following the first PL investigations of SiGe/Si single and multiple QWs by Noël et al. [9], the first well-resolved low-temperature band edge PL was observed by Sturm et al. [10], who attributed the observed PL spectral features to type II transitions between holes that are localized in the Ge-rich well regions and electrons that are localized in the Si barrier layers occurring at the barrier-well interface. After the successful demonstration of modulation based on the quantum-confined Stark effect in strained Ge QWs sandwiched between Ge-rich barrier layers and embedded in PIN diodes [11,12], similar SiGe/Ge multiple-QW structures have been used to demonstrate direct band gap PL originating from type I transitions within the Ge

wells [13]. Finally, there is ongoing interest in designing SiGe QW structures for intraband transitions for applications not only in QW infrared (IR) photodetectors [14–17] but also in quantum cascade laser structures [18].

One of the main challenges in utilizing SiGe-based QW structures for optical device applications is the thermal quenching of their luminescence. In most experiments on SiGe/Si QWs, PL spectra can only be observed at temperatures below a few tens of degrees Kelvin [19,20]. The thermal PL quenching is mainly because of nonradiative recombination centers [19] that can originate, e.g., from structural defects such as dislocations. Higher growth temperatures have been shown to reduce thermal quenching [7,19]; however, they also lead to Si and Ge interdiffusion and thus to the broadening of heterointerfaces [21]. Although room temperature PL has been reported in Ge QWs sandwiched between Si1−xGex barriers [13], those structures have the disadvantage of requiring a relatively thick SiGe virtual substrate to accommodate the large lattice mismatch between the Si substrate and the QW structures.

Here, we report the room temperature PL emission of ultrathin SiGe wells featuring very high Ge content grown directly on Si, without using a virtual substrate technology. Our growth strategy consisted of repeatedly depositing 5.5 monolayers (ML) of Ge and overgrowing them with Si at low growth temperatures. We find that this enables us to fabricate a multiple-QW structure containing 10 SiGe QWs with a Ge content exceeding 60%. The high quality of the layers is confirmed by a structural analysis based on high-resolution transmission electron microscopy (HR-TEM), as well as x-ray
diffraction (XRD). To interpret PL spectra, we developed a strategy to simulate the PL for the sample under investigation based on a coupled Schrödinger-Poisson description in the effective mass approximation of the electronic states belonging to different near-gap valleys. Even though the PL of various SiGe/Si QW structures has been extensively investigated experimentally, theoretical calculations of the PL spectrum based on an effective mass approach have not been reported in the literature. In papers comparing measured PL spectra with theoretical calculations, the PL transition energies are commonly computed by taking into account the topmost valence and bottommost conduction states only [22,23]. This can be helpful in cases of low optical excitation and temperature. However, for higher temperatures and stronger excitations, the PL shape strongly depends on the filling of the bands due to the optically excited excess carriers and on the temperature-dependent quasi-Fermi distributions of the excited charge carriers, which leads to the population of higher energy subband states, as well as to relevant band bending effects.

In the analysis reported here, we describe the features from indirect recombination between quantum confined states relying on second-order perturbation theory, which, to our knowledge, has not been reported elsewhere in the literature. For second-order perturbative absorption analysis in two-dimensional (2D) semiconductors, see, for instance, Refs. [24,25].

Our manuscript is organized as follows. We describe the sample growth and the experimental methods for its analysis in Sec. II. In Sec. III, we introduce the theoretical method used for the calculation of the PL spectra. Sec. IV is divided into two parts. In the first part, the experimental results concerning the structural properties of the sample are described. In the second part, we present the PL measurements. We start with the excitation-density-dependent measurements, and we compare experimental and simulated spectra to establish the validity of our method. In a second step, we apply our theoretical method to the temperature-dependent measurements. We conclude our analysis in Sec. V by discussing the physical consequences of our findings.

II. SAMPLE PREPARATION AND EXPERIMENTAL SETUP

The nominally intrinsic Ge multiple-QW sample was fabricated by solid-source molecular beam epitaxy (MBE) on a Si (100) substrate. After thermal desorption of the native oxide, a 100-nm-thick Si buffer layer was grown at 600 °C. A 10 period sequence in which each period consists of 5.5 ML of Ge and 10 nm of Si (Fig. 1) was grown at a constant growth temperature of 350 °C. The Ge layers were grown at a rate of 0.087 Å/s, while for the Si spacer layers, a growth rate of 1 Å/s was used. A JEOL JEM-2010F microscope was used for TEM characterization. Raman scattering experiments were performed at room temperature in a backscattering geometry on an Alpha300 R confocal Raman microscope (WTec), using a diode-pumped solid-state laser with a wavelength of 532 nm as an excitation source. The spot size on the sample was roughly 1.4 μm², with a power of roughly 4 mW measured close to the external sample surface. The XRD measurements were carried out with a SmartLab diffractometer from Rigaku using CuKα radiation. Last, microphotoluminescence (μPL) measurements were carried out at lattice temperatures varying between 80 and 300 K using a custom-designed Horiba setup featuring a 50 × optical microscope (numerical aperture = 0.65), a high-resolution spectrometer optimized for IR measurements (Horiba iHR320), and an extended-InGaAs detector (0.6 to 1.1 eV detection range). A 532 nm laser with an output optical power between 0.5 and 23 mW was focused on the sample surface, with an excitation power density ranging between 3.2 × 10⁴ and 160 × 10⁴ W cm⁻². All spectra were collected at normal incidence in backscattering geometry, and a white-body lamp was used to determine the optical response of the setup used for the calibration.

III. NUMERICAL MODEL

To better understand the observed PL, we compare experimental spectra with numerical simulations. As a first step, we compute the electronic states, relying on a multivalley Schrödinger-Poisson code. Spectrally resolved recombination rates, associated with band-to-band indirect transitions mediated by electron-phonon scattering, are then calculated in the framework of second-order perturbation theory. We consider a 2D carrier interacting with a three-dimensional (3D) bulk phonon bath. Since our ultrathin multiple-QW samples feature type II band alignment, the eigenstates are sensitive to the amount of pump-induced excess carrier density in the well. However, this quantity cannot be easily estimated theoretically. Therefore, in our simulative approach, we chose to phenomenologically relate the excess carrier density to the pump power, introducing a fitting constant. Its value is set by calibrating numerical data for the pump-induced blueshift of the PL peak against experimental data. This blueshift is controlled by the band bending related to electrostatic fields, caused by the spatial separation of the photoexcited electrons and holes. It follows that its magnitude can be used to indirectly estimate the amount of pump-induced excess carrier density in the samples.

For the calculation of PL spectra, we are interested in interband radiative transitions involving the quantum-confined subband states associated with different near-gap valence and conduction valleys. In this regard, the type II band alignment between well and barrier regions is important for the considered SiGe/Si multiple-QW structure. The type II
band alignment between well and barrier regions results in the spatial separation of photoexcited electrons and holes, as well as power-dependent band bending effects, which significantly influence the transition energies. These issues, together with the splitting and shifts of bands due to the biaxial strain affecting the SiGe region, have been addressed by solving the Schrödinger-Poisson equation in effective mass approximation for the electronic states belonging to different near-gap valleys.

In our model, we have considered heavy hole (HH), light hole (LH), and split-off (SO) bands in the valence band and \( \Gamma, L, \Delta_2 \) and \( \Delta_4 \) valleys in the conduction band. The SiGe/Si QW composition profile is obtained from experimental data, and periodic boundary conditions were applied. Strain effects on the band edge and valence masses are calculated assuming coherent growth and relaxed Si layers as described in Refs. [26,27]. For a given pump-induced excess carrier density, valence and conduction quasi-Fermi energies are self-consistently evaluated, taking into account the 2D density of states resulting from all considered valleys.

Following the computation of hole and electron eigenstates, the PL spectrum is calculated. In our SiGe/Si multiple-QW sample, holes are confined in the compressively strained SiGe QW region and are distributed mainly in the HH1 subband and to a minor extent in the LH1 subband close to the \( \Gamma \) point. However, electrons are mainly localized in the unstrained Si barrier region and are associated with the \( \Delta \) valley. Therefore, a radiative recombination can happen only if the missing momentum is provided by either phonons (phonon-assisted recombination) or elastic scattering centers like crystal defects, alloy disorder, or interface roughness (NP recombination). The challenge in calculating the full PL spectrum is to estimate the relative intensity of the phonon-assisted and NP recombination rates. For the phonon-assisted process, the electron-phonon coupling can be estimated using the effective deformation potential for \( \Delta - \Gamma \) scattering reported in the literature [28,29]; however, we do not have sufficient information on the structural properties of the sample to realistically calculate the elastic scattering rates because of the relevant role played by the heterointerface properties. Moreover, from a theoretical point of view, elastic interface roughness scattering effects in QW systems are commonly treated within a perturbative framework, since well thickness is typically one or two orders of magnitude larger than the interface region. However, due to the ultrathin layer thickness of the well region in our investigated samples, this approximation cannot be used. Therefore, in this paper, we focus on the calculation of the phonon-assisted PL contribution only, avoiding the estimation of the PL intensity ratio between the phonon and the NP features. Upon knowing the peak energy of the phonon-assisted recombination spectrum and the energy of the contributing phonons, we can estimate the energy of the NP feature.

To calculate the spectrally resolved emission rate of photons resulting from indirect band-to-band recombination, we used the second-order Fermi golden rule:

\[
P_{i \rightarrow f} = \frac{2\pi}{\hbar} \left| \sum_m \frac{\langle i | H_{ph} | m \rangle \langle m | H_{em} | f \rangle}{E_m - E_f} \right|^2 \delta(E_i' - E_f'),
\]

with the energies \( E' \) corresponding to the total energy of the states, including electronic, phononic, and photonic contributions. The initial states are the populated subbands of the \( \Delta_2 \) and \( \Delta_4 \) valleys (indicated by \( \Delta \)). The electronic final states are the populated subbands of the HH, LH, and SO bands (indicated by \( \Gamma \)). For energetic reasons, intermediate electronic states belong to the \( \Gamma \) conduction band (indicated by \( \Gamma \)) only. Furthermore, due to the large confinement energy of conduction electrons in this band, only the lowest \( \Gamma \), subband needs to be considered. This leads to the following definition of the states:

\[
|i\rangle = \left| \Psi_{\Delta'}_{\Delta}(k_{\|}) \right| \langle 0 | \cdots n_{ph}(q) \cdots \rangle,
\]
\[
|\mu \rangle_{\text{em/abs}} = \left| \Psi_{\Gamma'}_{\Gamma}(k_{\|}') \right| \langle 0 | (n_{ph}(q) \pm 1) \cdots \rangle,
\]
\[
|\phi \rangle_{\text{em/abs}} = \left| \Psi_{\Gamma''}_{\Gamma}(k_{\|}''') \right| \langle 0 | \cdots 1 \omega \cdots \rangle \cdots (n_{ph}(q) \pm 1) \cdots ,
\]

where the factors of the product state represent the electronic, photonic, and phononic states of the system; \( l \) and \( s \) are conduction and valence subband indices, respectively; upper and lower signs refer to phonon emission (em) and absorption (abs), respectively; and \( |0 \cdots 1\omega \cdots \rangle \) indicates that a photon with energy \( h\omega \) has been emitted. The electronic part is given by

\[
\langle r | \Psi_{\mu}(k_{\|}) \rangle = \frac{1}{\sqrt{A}} e^{ik_{\|} \cdot r} \phi_{\alpha}(z) u_{\alpha}(r),
\]

where \( \phi_{\alpha}(z) \) is the envelope function of subband \( l \) of valley \( \alpha \), \( u_{\alpha} \) is the related Bloch function, and \( A \) is the area of cross section perpendicular to the growth direction. The interaction between electrons and bulk phonons is given by

\[
H_{ph} = \sum_{q_{\|},q_{z}} \sum_{n,m} \sum_{k_i} D_{q_{\|},q_{z}} M_{n,m}(q_{c}) (b_{q_{\|},q_{z}} + b_{q_{\|},q_{z}}^\dagger) c_{n,k_1} c_{m,k_1},
\]

where \( n \) and \( m \) label 2D electronic states. For simplicity, following Refs. [28,29], we approximate the electron-phonon interaction, considering only an effective dispersionless phonon branch at \( h\omega_{ph} = 50 \text{ meV} \). This value has been set equal to the energy separation between the NP and the phonon-assisted spectral features measured experimentally. As one may expect, this energy is close to the transverse optical (TO) phonon energy of bulk Si (58.8 meV) [30] at the X point. However, the Si-Ge vibrational mode has comparable energy (50 meV) [30]; hence, it cannot be excluded that interaction with this latter vibrational mode may contribute to the phonon-assisted indirect transition rate. Since our spectral resolution does not allow us to resolve the two phonon channels, and numerically we are not interested in absolute values, we consider a single bulklike effective phonon mode in our model. For nonpolar lattices, one can assume

\[
D_{q_{\|},q_{z}} = D_{\text{eff}} \sqrt{\frac{\hbar^2}{2 \rho V h\omega_{ph}}},
\]

where \( \rho \) is the mass density, \( V \) is the volume, and \( D_{\text{eff}} \) is an effective deformation potential. The squared matrix element
for the electron-phonon interaction is then given by

\[
|\langle i | H_{\text{ph}} | m^{\text{em/abs}} \rangle |^2 = D_{\text{eff}}^2 \frac{\hbar^2}{2 \rho V \omega_{\text{ph}}} (n_{\text{ph}} + \frac{1}{2} + \frac{1}{2}) |M_{\Delta_e}^{(i)}(q_z)|^2.
\]

When considering \(\Delta_e\) and \(\Gamma_e\) for the initial and intermediate states, \(M_{n,m}(q_z)\) can be written as

\[
M_{\Delta_e}^{(i)}(q_z) = \int_{-\frac{L}{2}}^{\frac{L}{2}} (\phi_{\Delta_e}^{(i)}(z))^* e^{iq_z z} \phi_{\Delta_e}^{(i)}(z) \, dz,
\]

where \(i\) is the subband index in the \(\Delta_e\) valley and \(L\) is the single well and barrier length.

The electromagnetic interaction is, according to the usual notation, given by

\[
H_{\text{em}} = \frac{e}{m_0} A \cdot p = \frac{e}{m_0} \sqrt{\frac{\hbar}{2V \omega_{\text{Em}}}} (a_x + a_y \hat{e} \cdot \mathbf{p}),
\]

leading to the following expression for the squared interaction matrix element:

\[
|\langle m^{\text{em/abs}} | H_{\text{em}} \rangle |^2 = \left( \frac{e}{m_0} \right)^2 \hbar \left( \frac{\hbar}{2V \omega_{\text{Em}}^2} \right) |p_{\Gamma_e}^{(i)}|^2 |p_{\Gamma_e}^{(f)}|^2.
\]

In the above expressions, \(I_{\Gamma_e}^{(i)}\) and \(p_{\Gamma_e}^{(i)}\) are defined as

\[
I_{\Gamma_e}^{(i)} = \int_{-L/2}^{+L/2} (\phi_{\Gamma_e}^{(i)}(z))^* \phi_{\Gamma_e}^{(i)}(z) \, dz,
\]

\[
p_{\Gamma_e}^{(i)} = \int_{\Omega_{\Gamma_e}} u_{\Gamma_e}^{(i)}(r) \mathbf{p} \, u_{\Gamma_e}^{(i)}(r) \, d^3r.
\]

The spectrally resolved rate of spontaneous emission of photons via phonon-assisted recombinations can then be calculated by summing over all electronic and phononic degrees of freedom and polarization modes related to photons emitted normally to the sample surface. Considering the Fermi distributions \(f_s(k_{||,i})\) and \(f_{ph}(k_{||,f})\) for electrons and holes, we obtain

\[
\tilde{R}_{\text{em}}^{\text{ind}}(h\omega) \, d(h\omega) = \frac{1}{V} \sum_k \sum_{l,f} P_{l\rightarrow f} f_s(k_{||,i}) f_{ph}(k_{||,f}) \delta(h\omega - E_l) \, d(h\omega)
\]

\[
= \frac{1}{V} \sum_k \sum_{l,f} \left( n_{\text{ph}} + \frac{1}{2} + \frac{1}{2} \right) |I_{\Gamma_e}^{(i)}|^2 |p_{\Gamma_e}^{(i)}|^2 \sum_q |M_{\Delta_e}^{(l)}(q_z)|^2
\]

\[
\times f_s(k_{||,i}) f_{ph}(k_{||,f}) \frac{\delta(E_l(k_{||,i}) - E_f(k_{||,f}))}{(E_l(k_{||,i}) - E_m(k_{||,f}))} \, d(h\omega),
\]

where \(G(h\omega)\) is the density of states of the electromagnetic field, \(F_{\text{ind}}\) is a proportionality constant, and \(E_l\), \(E_m\), and \(E_f\) are the energy of the carriers in the \(\Delta_e\), \(\Gamma_e\), and \(\Gamma_v\) bands, respectively. To evaluate the above expression, we performed a double integral over the excess energy of the \(\Delta_e\) and \(\Gamma_v\) carriers. We calculated the polarization-dependent dipole matrix elements \(p_{\Gamma_e}^{(i)}\) at the \(\Gamma_v\) point by means of a \(s p^3d^5s^*\) first-neighbour tight binding code [31] and \(n_{ph}\) using Bose-Einstein statistics.

The relevant material parameters used to describe the strained SiGe QW alloy were obtained by linear interpolation of the corresponding Si and Ge values, which have been taken from the literature (see Table III in Ref. [17] and Table I in Ref. [31]). The offset at the interface for the energy of the barycenter of the valence HH, LH, and SO bands has been calculated according to Ref. [32].

**IV. RESULTS AND DISCUSSION**

**A. Structural analysis**

As a consequence of the 4.2% lattice mismatch between Ge and Si, pure Ge grown on a Si substrate experiences compressive strain. In equilibrium conditions, this strain is released via the spontaneous formation of Ge dots, on top of a coherent Ge wetting layer, following the so-called Stranski-Krastanow growth mode. The critical thickness of the wetting layer at which dot formation occurs is a function of growth temperature and can exceed several monolayers [33]. As can be seen from bright-field transmission electron microscopy (BF-TEM) [Fig. 2(a)] and HR-TEM [Fig. 2(b)] images, because of the low growth temperature chosen here, the Ge layer thickness was below the critical thickness necessary for island formation, and the resulting sample contains SiGe QWs rather than dots [34]. The sample is crystalline and no threading dislocations are visible, indicating that the growth strategy employed enabled us to produce a sequence of well-defined QW structures. Moreover, the low deposition temperature used allows a reduction of the Si-Ge intermixing [35]. The HR-TEM images allow us to estimate the thickness of the Ge-rich regions to be in the 1.1 to 1.4 nm range.

To obtain more information on the composition and lattice strain of the QWs, we used Raman and XRD analysis. Raman data of our sample and that of a bulk Si (001) reference are shown in Fig. 2(c).

A number of investigations have been devoted to obtaining models for the extraction of composition and strain data from Raman analysis of SiGe island structures or thin pseudomorphic films [36–40]. To isolate the signal coming from the multiple QWs, we follow Refs. [37,38] and subtract the Si spectrum \(I_{\text{Si}}\) from the sample spectrum \(I_{\text{Ge-Si}}\), i.e., \(I_{\text{Si}} = F I_{\text{Si}}\), where \(F\) is a scaling factor obtained by taking the ratios of the Si peaks at 520 cm\(^{-1}\). From the resulting multiple-QW spectrum, we obtain for the Ge-Ge and Ge-Si modes the frequencies \(\omega_{\text{Ge-Ge}} = 303.95\) cm\(^{-1}\) and \(\omega_{\text{Si-Ge}} = 421.27\) cm\(^{-1}\), respectively.

From these values, we can estimate the Ge content, \(x\), and the biaxial strain, \(\varepsilon_{xx}\), in the well region using empirical relationships [38]:

\[
\omega_{\text{Si-Ge}} = 400 + 29x - 95x^2 + 213x^3 - 170x^4 + b_{\text{Si-Ge}} \varepsilon_{xx},
\]

\[
\omega_{\text{Ge-Ge}} = 283 + 5x + 12x^2 + b_{\text{Ge-Ge}} \varepsilon_{xx}.
\]

For the strain-shift coefficients \(b_{\text{Ge-Ge}}\) and \(b_{\text{Si-Ge}}\), we used the empirical relations given in Ref. [41], determined
We obtained an average Ge content of $x = (0.68 \pm 0.01)$ within the QW layer and a compressive strain of $\varepsilon_{xx} = -2.64\%$. The main errors in this analysis originate not only from the uncertainties associated with the strain-shift coefficients but also from the fact that both Ge content and strain could be inhomogeneously distributed within the QWs.

Further insights into the multiple-QW structures were obtained by XRD measurements. Figure 2(d) shows the results of an $\omega$-2$\theta$ scan along the (004) direction, together with diffraction simulation results. The large number of higher order superlattice peaks indicates good homogeneity of the QWs within the sample. To simulate the angle-dependent intensity, sharp interfaces were assumed for the Ge-rich QWs whose geometrical parameters (well width and Ge content) were used for data fitting. Good agreement between experiment and simulation was obtained for an average Ge content of $x_{av} = 0.63$ and an average well thickness of $w_{av} = 1.2 \pm 0.2$ nm. Assuming pseudomorphic strain but neglecting material diffusion (i.e., assuming a box profile of the Ge content within the well), this analysis yields a total of 4.9 ML of Ge deposited, which is close to the nominal value of 5.5 ML used in the growth process.

Summing up all the information acquired from HR-TEM, Raman spectroscopy, and XRD, we can conclude that the growth method applied produces well-defined periodic QW structures with average Ge content in the wells between 63% and 68% and thicknesses in the range of 1.2–1.4 nm.

**B. Optical properties**

The samples’ optical properties have been investigated by µPL at different pump power densities and sample temperatures. We first discuss measurements performed at a constant lattice temperature of $T_L = 80$ K and varying the pump power densities [Fig. 3(a)]. The PL intensity increases by a factor of 20 when the excitation density increases from $3.2 \times 10^4$ to $6.0 \times 10^4$ MW/cm$^2$. The inset of Figure 3(b) shows the energy separation between phonon-assisted and NP peaks as a function of excitation density; in the inset, the deconvolution of the PL signal taken at 80 K and 1.60 MW/cm$^2$ with two Gaussian peaks is shown. The experimentally measured integrated PL intensity for the phonon-assisted peak as a function of the excitation power density.
160 × 10^4 W cm\(^{-2}\) and blueshifts from 740 to 830 meV. As shown in the inset of Fig. 3(b), two distinct features contribute to the PL signal. Gaussian deconvolution analysis indicates that their energy separation is ~51 meV over the entire pump power range. As we suspect that electrons are localized mainly within the barrier region due to the type II confinement, we attribute this energy difference to the TO phonon energy of bulk Si [30]. However, as already mentioned above, the Si-Ge vibrational mode at the QW interface, whose energy is close to the TO optical phonon of the Si lattice, may contribute to the lower energy spectral peak. While the lower energy feature can be attributed to an indirect band-to-band recombination assisted by spontaneous emission of phonons with appropriate momentum, the higher energy must be related to the presence of an elastic scattering channel (NP), which provides the missing momentum for the same indirect transition. The observed blueshift can be attributed to pump-induced band bending, which affects the confinement energy in the type II band alignment of the investigated multiple QWs. In type II heterostructures, the blueshift of the PL peak energy as a function of pump power follows a power-law dependence of the form \(\Delta E_{\text{peak}} \propto P^r\). After a detailed analysis of the spectra in Fig. 3(a), we determined a scaling exponent \(r = 0.2\), in close agreement with values reported in the literature for similar type II structures [42].

Moreover, the integrated PL intensity \(I\), as a function of pump power, can be described by a power law \(I \propto P^m\) [40]. From Fig. 3(c), where the integrated PL signal related to thephonon-assisted feature is shown as a function of the excitation density, we measure a scaling exponent value \(m = 0.70 \pm 0.01\), close to the value of 2/3, obtained when the recombination dynamics is dominated by the Auger mechanism. In this case, the generation rate, which is proportional to the pump intensity, scales as the third power of the excess carrier density \(\delta n\), which can be obtained by considering that in steady-state conditions it must be equal to the Auger recombination rate. It follows that for intrinsic samples \(I \propto P^{2/3}\), since the integrated PL signal is approximately proportional to \(\delta n^2\).

As a next step, we use our theoretical model to gain a deeper understanding of the physical processes causing the observed energy shift and spectral broadening. To this aim, the composition profile of the sample has been modeled as a square profile with a constant Ge concentration of 68% within the QW, which corresponds to the average Ge concentration measured by Raman spectroscopy. The assumption of a square well is only an approximation of the Ge distribution within the sample, which is likely to be influenced by segregation effects. However, determining the position-dependent Ge distribution within the QWs would necessitate an experimental technique with a subnanometer resolution. In our ultrathin SiGe/Si multiple QWs, the calculated transition energies are quite sensitive to small variations of the well thickness, due to the relevant role played by the confinement in the valence band. As a consequence, in our simulations we tuned, starting from the HR-TEM and XRD measurements, the QW thickness of the adopted square profile to improve the agreement between theoretical and experimental PL peak energies. An effective QW thickness of 1.6 nm is only slightly larger than the XRD estimates of (1.2 ± 0.2) nm and places our theoretical results within 20 meV of the experimentally determined values. The remaining difference has the order of magnitude of the exciton binding energy, which is not accounted for in our theoretical model. To further justify the introduction of this effective square well thickness, different material parameters, such as band offsets and confinement masses, whose precise values are unknown, influence the calculated transition energies. For instance, increasing the HH1 mass along the confinement direction by 10% results in an increase of the transition energy by about 10 meV. An effective QW thickness for the multiple-QW square profile can then be regarded, as often proposed in the literature, as a way to account for uncertainties associated with the relevant material parameters.

Furthermore, the optically excited carrier density \(\delta n\) within the QW region depends on the defect density and all other material parameters controlling the nonradiative recombination rate, which are largely unknown for our sample. Therefore, to estimate \(\delta n\), we rely on a phenomenological relation

\[
\delta n = C P^{0.37},
\]

where \(C\) is a fitting constant. The exponent value of 0.37 has been chosen to reproduce the scaling exponent measured for the integrated TO signal \(m = (0.70 \pm 0.01)\), and as one can expect, it is found to be approximately equal to \(m/2\). The fitting parameter \(C\) has been fixed to reproduce the measured pump-induced energy blueshift. As discussed in the following, the blueshift is related to band bending effects, which is due to electron and hole spatial separation and whose magnitude is controlled by the amount of the induced excess carrier density. This calibration procedure returns \(C = 3.5 \times 10^{11} \text{ W}^{-0.75} \text{ cm}^{0.5}\), giving an indication that at \(T_L = 80\) K, the excess carrier density range is 1.2 × 10^{12} to 5.0 × 10^{12} cm\(^{-2}\) when the pump power density is varied from 3.2 × 10^4 to 160 × 10^4 W cm\(^{-2}\). Numerical values for NP and phonon-assisted peak energy as a function of the pump power are compared with the experimental data in Fig. 4(a). The NP curve has been obtained by upshifting numerical data for the phonon-assisted feature by 58.8 meV. Because of the large phonon energy of Si with respect to \(kT_L\), the phonon-assisted signal is related to spontaneous phonon emission only.

To elucidate the cause of the observed blueshift, which is a typical signature of type II band alignment [43], we compare the band edge electronic states at low and high excitation densities as shown in Fig. 5. Due to the spatial separation of the excess hole and electrons, which are mainly localized in the SiGe and Si regions, respectively, a larger pump power density increases the band bending. The HH1 energy is quite insensitive to this effect due to the large values of both the offset and the confinement energy in the valence band. In contrast, the nondegenerate \(\Delta_2\) and \(\Delta_3\) subband states are more sensitive to the band edge profile, because they are localized in the thicker Si region. It follows that when the pump power increases, the conduction confinement energy becomes larger and, as a result, the PL peak energy blueshifts. A comparison of experimental and simulated PL spectra originating from the phonon-assisted recombination evaluated at \(T_L = 80\) K for different pump powers is shown in Fig. 4(b). Although the experimental spectra are slightly broader, probably due to fluctuations in material composition and QW width, we find that the pump-induced increase of the
peak intensity is well reproduced by the model. We stress here that this is not \textit{a priori} obvious, because the phenomenological relation between excess carrier and pump density was tuned to reproduce the energy shift, not the PL peak intensity.

PL spectra have been also studied at a constant pump power density of $9.6 \times 10^4 \text{ W cm}^{-2}$ with varying $T_L$ in the 80–300 K range [Fig. 6(a)]. With increasing temperature, the spectra become broader and the PL peak energy blueshifts by $\sim 30$ meV. The PL intensity is not significantly quenched up to room temperature, the total integrated intensity being reduced by a factor of 3 only when $T_L$ is increased from 80 to 300 K. Regarding the spectral blueshift, this behavior seems, at first, to be in conflict with the temperature-driven shrinking of both the Si and the Ge band gaps. To shed light on this unusual trend, we again resolve the phonon-assisted and NP feature by Gaussian deconvolution. Due to thermal broadening effects, this kind of analysis was significant only for $T_L < 200$ K.

To further explain this finding, we theoretically investigated the PL spectra as a function of temperature. To this aim, the phonon-assisted contribution of the PL spectra for the 9.6 $\times$ $10^4$ W cm$^{-2}$ excitation density at a given $T_L$ has been calculated by tuning the excess carrier density to reproduce the measured ratio between the integrated phonon-assisted signal at temperature $T_L$ and that at $T_L' = 80$ K, for which we already know the excess carrier density from the investigation of the excitation density measurements. From this calibration procedure, we estimate an excess carrier density decrease of the 80–200 K temperature variation by a factor of 0.3 only. Numerical phonon-assisted and NP peak energies as a function of temperature are compared with the experimental counterpart in Fig. 7(a). It is apparent from Fig. 7(a) that apart from the already-mentioned overestimation of about 20 meV, the numerical data fully capture the observed trend.

The Gaussian fits of the phonon-assisted PL feature at different temperatures are compared with numerical data in Fig. 6(b). Although the experimental spectra are broader, presumably due to multiple-QW thickness fluctuation in our samples, it is remarkable that the ratios among different peak intensities are in good agreement with experiment. This was not obvious \textit{a priori}, because in the calibration procedure, the integrated intensities were targeted. This indicates that the thermal contributions to the broadening are correctly reproduced by the model. From the above discussion, we conclude that the phonon-assisted PL peak energy redshift is dominated by the temperature-dependent decrease of the band gap, while the thermal excitation of higher energy states, which in principle could drive a blueshift, plays only a minor role. The observed blueshift in the total PL spectrum is then to be attributed to a spectral weight shift from the phonon-assisted feature, dominating at low temperature, to the higher energy NP contribution, which becomes dominant at higher $T_L$. This effect more than compensates for the

![FIG. 4. (a) PL peak energy of the phonon-assisted and NP line according to theory and experiment as a function of the excitation density. (b) Comparison of experimental and simulated phonon-assisted PL at $T_L = 80$ K for different pump powers.](image)

![FIG. 5. Near-gap subband states calculated for $T_L = 80$ K at low (a) and high (b) optical excitation densities. Confinement energies in the valence band are unchanged, while at high excitation density, the conduction subband states are found at higher energies due to larger band bending.](image)
band gap shrinkage. Considering the 30 meV redshift of the phonon-assisted and NP peaks predicted by our model and that their energy is separated by about 58.8 meV, we estimate a blueshift of the total PL spectrum of about 30 meV, which well matches the measured value of 20 meV between 80 and 200 K. To further consolidate this interpretation, we observe that the measured ratio between the phonon-assisted and the NP-integrated PL signals, ∼10 at $T_L = 80$ K, decreases to ∼0.15 at $T_L = 200$ K [Fig. 7(b)]. The thermal quenching of the PL is therefore hindered by a strong increase of the NP intensity at higher $T_L$. This behavior can be explained by looking into the temperature dependence of the phonon-assisted and NP features separately. For the phonon-assisted feature, the coupling between electrons and phonons can be approximately described as temperature independent over the investigated temperature range due to the large phonon energy with respect to $kT_L$ (spontaneous phonon emission). It follows that the phonon-assisted signal intensity is mainly governed by the decreasing excess electron density, related to a faster nondegenerate recombination dynamics with increasing temperature. However, from Fig. 7(b), we infer that the electron-hole coupling of the NP recombination must strongly increase with $T_L$ to overcompensate for the lower excess carrier density. We speculate that two mechanisms could be responsible for this behavior.

At higher temperatures, holes and electrons occupy states with higher in-plane momenta. These larger momenta increase the rate at which charge carriers encounter interface defects. Since these elastic scattering events can provide the missing momentum for indirect transitions, an increased NP recombination rate is to be expected. An alternative explanation for the $T_L$-driven increase of the NP electron-hole coupling is that at higher temperature conduction electrons populate higher excited subbands whose wave function penetrates deeper into the SiGe region (Fig. 5). This may enhance the interface roughness scattering rate contributing to the NP PL feature. In this case, the enhanced contribution from excited conduction subbands will slightly blueshift the NP feature, resulting in an
increase in energy separation with the phonon-assisted peak. This effect could explain the trend shown in Fig. 7(c).

V. CONCLUSIONS

The two main challenges in using SiGe-based QW structures for optoelectronic applications are the usually strong thermal quenching of their luminescence and the complexity of manufacturing SiGe QWs with high Ge concentrations directly on a Si substrate. The growth strategy presented here appears to circumvent both challenges. By employing low growth temperatures and limiting the deposition of Ge to less than 5.5 ML, a multiple-QW structure consisting of Si_{1-x}Ge_{x} layers with a Ge concentration exceeding 60% can be directly grown on a Si substrate. Furthermore, we find that the PL of this structure is unusually robust against thermal quenching. Employing an empirical relationship between the optically excited charge carrier density and the excitation density of the PL setup and using a self-consistent effective mass approach, we were able to fully reproduce the phonon-related features of the PL spectra. We find that while the phonon-related PL intensity decreases when the temperature is increased, due to the increase of the nondegenerate recombination rate and as a result of the reduced charge carrier density, the NP-related PL intensity increases. This increase of the NP intensity more than compensates for the decrease in intensity related to the phonon-assisted transitions and leads to a shift in spectral weight from the phonon-assisted to the NP feature, effectively blueshifting the total PL energy. We conjecture that the increase in the NP-related recombination rate is due to the higher in-plane momenta of the charge carriers at higher temperatures, which increases the rate at which charge carriers encounter elastic scattering centers. Alternatively, this effect might be related to an enhanced interface scattering rate as a result of the occupation of higher energy levels by the optically excited electrons. The wave functions related to those higher energy levels penetrate deeper into the interface region between the Si and the SiGe regions, enhancing the contribution of the interface roughness scattering rate to the NP signal.

From the current state of our investigation, we deem that the mechanism limiting the effect of thermal quenching is associated with the type II confinement typical for SiGe/Si QWs. It would be interesting to investigate similar layer structures in other material systems that exhibit type II confinement.
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