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Abstract—Almost Blank Subframes (ABSs) have been defined 

in LTE as a means to coordinate transmissions in heterogeneous 

networks (HetNets), composed of macro and micro eNodeBs: the 

macro issues ABS periods, and refrains from transmitting during 

ABSs, thus creating interference-free subframes for the micros. 

Micros report their capacity demands to the macro via the X2 

interface, and the latter provisions the ABS period accordingly. 

Existing algorithms for ABS provisioning usually share resources 

proportionally among HetNet nodes in a long-term perspective 

(e.g., based on traffic forecast). We argue instead that this mech-

anism can be exploited to save power in the HetNet: in fact, dur-

ing ABSs, the macro consumes less power, since it only transmits 

pilot signals. Dually, the micros may inhibit data transmission 

themselves in some subframes, and optimally decide when to do 

this based on knowledge of the ABS period. This allows us to de-

fine a power saving framework that works in the short term, mod-

ifying the ABS pattern at the fastest possible pace, serving the 

HetNet traffic at reduced power cost. Our framework is designed 

using only standard signaling. Simulations show that the algo-

rithm consumes less power than its competitors, especially at low 

loads, and improves the UE QoS. 

 
Index Terms—Computer Networks, Algorithms, Computer 

Network Management, Computer Network Performance, Integer 

Programming, Scheduling 

 

 

I. INTRODUCTION 

mproving cell-edge performance in urban areas and in-

creasing the energy efficiency of base stations have been 

among the main issues of LTE-Advanced research in recent 

years (e.g. [1],[2]). These requirements are met by using dens-

er deployments, using a higher number of base stations, heter-

ogeneous in terms of transmission power, coverage and power 
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consumption: high-power nodes, called macro, cover large 

areas, whereas low-power ones, generally called micro, are 

used to boost capacity or extend coverage in specific zones. 

Such heterogeneous, dense deployments are called HetNets. 

To allow efficient operations in HetNets, 3GPP introduced 

a set of techniques called enhanced Inter-Cell Interference 

Coordination (eICIC), since Rel-9. Notably, two mechanisms 

have been proposed. A fist one, cell-range expansion (CRE) 

can be used to favor the association of UEs to micro nodes, 

possibly offloading the macro. As a side effect, UEs at the 

edge of macro and micro cells may experience poor channel 

conditions due to interference. For this reason, a second mech-

anism has been devised, i.e. allowing the macro to inhibit data 

transmission during certain subframes (SFs), called Almost 

Blank SFs, to reduce interference to cell-edge UEs in micro 

cells. During ABSs, however, the macro still transmits pilot 

signals, hence ensuring correct operation of the UEs under its 

control. ABSs are arranged by the macro in ABS periods (APs) 

of 40 SFs, whose composition is transmitted to all the micros 

in the HetNet through the X2 interface. A slightly different 

embodiment of the ABS concept, discussed in [3], consists in 

having the macro transmit at a reduced power during ABSs. 

This allows the macro to serve some UEs (those nearer to it), 

possibly with a reduced SINR, and consuming less power. On 

the other hand, UEs attached to micros will perceive a mitigat-

ed interference from the macro, hence will be able to hear 

their serving micro.  

Recent research [1] has shown that a node that only trans-

mits pilot signals – such as a macro during ABSs – consumes 

less power than in a normal SF, since it can power down some 

circuitry. This creates a power saving opportunity: provision-

ing an AP so that the macro packs all its data traffic into as 

few SFs as possible, and then powers down some circuitry and 

transmits ABSs in the rest of the SFs, allows it to carry the 

same traffic at a reduced power cost. Moreover, micro nodes 

may adopt a similar behavior: when they receive an AP, they 

decide how many SFs they need to use, and of which type 

(whether ABSs or non-ABSs) to carry their traffic. Therefore, 

they too can pack their traffic into as few SFs as possible, and 

only transmit pilot signals in the other ones, thus saving some 

more power.  

Now, both a macro and a micro need to estimate the load 

that they will carry in the next AP in order to decide when to 

power down. Since that load may vary in the short term, there 
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is a clear need for a dynamic ABS provisioning framework. 

The vast majority of the existing schemes (e.g. [4], [5]-[9]) 

consider a semi-static ABS partitioning, based on long-term 

capacity requirements. This way, they implicitly give up the 

opportunity of riding the peaks and valleys of the traffic de-

mand at the nodes, which is instead the principal lever for 

power saving. There is, besides, no practical impediment to 

having a new, different AP at every AP boundary, if the re-

quired computations complete in time. Even the few dynamic 

schemes appeared so far, however, (e.g., [10]) do not consider 

power saving opportunities. Moreover, to the best of our 

knowledge, all schemes presented so far either assume that 

macro transmission is completely inhibited during ABSs, or 

assume low-power data transmission during them, and never 

consider that switching between both solutions, or employing 

them both simultaneously in the same AP, may improve per-

formance and/or save power.   

In this paper, we propose a practical framework for power 

saving that exploits dynamic ABS provisioning. Based on pe-

riodic reports from the micros and its own aggregate load and 

channel quality measures, the macro node selects how many 

“idle” ABSs (I-ABSs, those where the macro does not trans-

mit any data), how many “low-power” ABSs (LP-ABSs, those 

where the macro does transmit data at a reduced power), and 

how many non-ABSs to provision in the next AP, so that all 

the HetNet load is carried, if at all possible, at the minimum 

power cost. When the network is overloaded (i.e., the capacity 

demands of the micros and the macro cannot be accommodat-

ed simultaneously), our framework degrades the service pro-

portionally at all the coordinated nodes.  

The points of strength of our framework are the following: 

first, to the best of our knowledge, ours is the first framework 

to leverage ABS provisioning for power saving. Moreover, it 

is the only one that takes into account both I-ABSs and LP-

ABSs simultaneously in a unified framework. We show that 

slight variations in the HetNet scenarios - e.g., in the position 

or traffic of UEs - such as those that may occur dynamically at 

the same timescale at which our framework operates, make 

different combinations of these mechanisms preferable from a 

power saving standpoint. Using both I-ABSs and LP-ABSs 

allows more energy-efficient transmissions, hence greater 

power savings or higher throughputs, than using either of the 

two mechanisms in isolation. It is well known that power sav-

ing comes at a cost in terms of increased latency: however, our 

framework also minimizes the latency for a given level of 

power saving, thus offering the best possible trade-off. More-

over, since our our framework saves power by keeping nodes 

off as much as possible, it also reduces interference and in-

creases the transmission efficiency, which further reduces la-

tency for a given traffic load. Second, but not less important, 

our framework employs only standardized signaling, i.e. 

nodes are assumed to know only what the standard allows 

them to about the status of the HetNet. This makes our frame-

work practically implementable. Third, it does not require 

complex computations: both the macro and the micro nodes 

run only simple algorithms, that are independent of the num-

ber of users and scale well with the number of nodes. Fourth, 

it works under broad hypotheses, e.g., with arbitrary numbers 

of micros and network topologies, it accommodates a large 

class of power consumption models, and does not make hy-

potheses on the traffic or UE mobility model. Besides, it is or-

thogonal to algorithms running at both slower timescales, such 

as CRE bias selection for user association or network topology 

adaptation through selective node switching, and faster time-

scales, such as MAC-level scheduling. These will generate in-

put data to our framework. 

We evaluate our framework via simulation against a dy-

namic ABS provisioning scheme, showing that its power sav-

ings are remarkably higher, and that this does not come with 

any performance degradation: on the contrary, the cell 

throughput stays the same, and the user delay distribution im-

proves considerably. 

The rest of the paper is organized as follows: Section II re-

ports background on LTE. Section III reviews the related 

work, and Section IV describes the system model. Our power-

saving framework is explained in Section V, and Section VI 

reports performance results. Section VII concludes the paper.  

II. BACKGROUND ON LTE 

In this section we describe those features of LTE that are 

more relevant to the problem at hand, i.e. downlink resource 

allocation at the MAC layer and the eICIC framework. 

In an LTE network, an eNodeB (eNB) allocates resources to 

its UEs, composing transmission schedules (called subframes) 

periodically. A cell is an area where UEs are associated to an 

eNB, hence share resources taken from the same SF. Schedul-

ing within a cell occurs on every Transmission Time Interval 

(TTI), whose duration is 1ms, and consists in the eNB allocat-

ing a vector of Resource Blocks (RBs) to UEs. One RB goes to 

one UE only (Multi-user Multiple-Input/Multiple-Output 

(MIMO) techniques are outside the scope of this paper). The 

number of bytes per RB is indirectly determined by the Chan-

nel Quality Indicator (CQI) reported by the UE to which that 

RB is allocated. The CQI depends on the measured Signal-to-

Noise-and-Interference Ratio (SINR), and is reported periodi-

cally or on demand. Downlink transmissions are protected by 

a Hybrid ARQ (H-ARQ) scheme: the UE reports an 

ACK/NACK, and the eNB may reschedule the same transmis-

sion up to four times in a future TTI. H-ARQ errors often orig-

inate when the reported channel state (as per the UE CQI) is 

better than the one at the time of transmission. 

The eNBs are often categorized according to their role and 

radiation power. Large-scale cellular coverage is provided es-

sentially by macro eNBs, i.e. high-power, large-coverage 

eNBs. Lower-power eNBs are normally called micro, or pico, 

or femto eNBs (depending on their power and possibly other 

factors), and provide additional localized capacity, to increase 

the UE data rate where needed. For this reason, we will hence-

forth refer to all of them as micro eNBs for simplicity, any dif-



TGCN-TPS-16-0030.R2 

 

 

 

 

3 

ference between them being immaterial for the purpose of this 

paper. Micro cells, thus, are embedded within macro cells, and 

UEs in micro cells suffer interference from the macros (see 

Fig. 1).  

The eNBs communicate with each other – or, possibly, with 

other network entities – through the so-called X2 interface 

[11], which includes both a control and a data plane. The pro-

tocol stack for the control plane is shown in Fig. 2. Signaling 

information are generated by the X2 Application Protocol 

(X2AP) [12], which defines a large set of procedures and mes-

sages for supporting inter-eNB operations, including those re-

lated to eICIC, which we describe next. The X2 uses the 

Stream Control Transmission Protocol (SCTP) at layer 4, 

which establishes and maintains the association between two 

peering eNBs, and whatever link-level technology is available 

below the IP layer. 

To limit inter-cell interference, the standard [13] allows a 

macro to provision ABSs, i.e. SFs where it either refrains from 

transmitting downlink data altogether, limiting to common 

reference and pilot signals [14], or transmits downlink data at 

a reduced power, so that micro UEs will experience a better 

SINR. We have already distinguished idle ABSs (I-ABSs), and 

low-power ABSs, (LP-ABSs). The term ABS will denote both 

when no distinction is needed.  

ABSs are organized into an ABS pattern (AP), composed of 

40 consecutive SFs in an FDD deployment, which is repeated 

periodically. The AP can be varied at the end of the period by 

the macro. An AP is sent to the micros within an X2 message, 

as a vector of binary values, stating whether a SF is/is not an 

ABS, as shown in Fig. 3. Moreover, the macro sends another 

bit vector to complement the first, called the Measurement 

Subset (MS), which indicates to the micros in which SFs their 

UEs should measure interference. A macro may thus instruct a 

micro to evaluate CQIs in ABSs, to assess whether the inter-

ference in these is acceptable or not. On request of their macro 

node, micro nodes report periodic ABS Status IEs (ASIs), still 

using the X2 interface (see again Fig. 3). The latter include:  

− ABS Status (AS): A value from 0 to 100 stating the per-

centage of employed RBs over the total available on the 

subset of ABSs defined in the next field. By reporting 

AS=100, micros signal that they need more ABSs.  

− Usable ABS Pattern Info (UAP): a string of binaries indi-

cating the set of ABSs over which the previous percent-

age is computed. This must be a subset of the ABSs of the 

last AP, possibly their whole set, including ABSs where 

the measured interference is below a configurable value. 

III. RELATED WORK 

The study of eICIC techniques has received considerable at-

tention in the last few years, and many research papers are be-

ing published on the topic. Almost all works on eICIC pursue 

one or more of the following objectives: i) selecting an ABS 

ratio; ii) influencing or selecting the UEs association to macro 

and micro nodes, and iii) selecting the transmission power 

used by either or both the macro and the micros. Table 1 

matches some recent works with the above topics.  

More in detail, works that select the ABS ratios either oper-

ate at a network-wide scale, i.e. coordinate many macros to-

gether, or at the macro-cell scale, by coordinating one macro 

with its micros. Our work can be framed within this last 

stream. In [15] instead, a hybrid approach is defined: groups 

of macros coordinate with the same target micro, so that each 

micro UE is protected from the highest-interfering macro. Un-

like ours, however, most of these works assume that the ABS 

ratios can only be chosen within a small, predefined set (e.g. 

1/8, 1/4, etc.), and/or are configured statically or semi-

statically, at a pace of tens of minutes [4]. The only works we 

found that tackle the selection of the ABS dynamically are 

[10] and [16]. Work [10] defines an algorithm to select the 

ABS ratio in an AP based on the number of resources request-

ed by the macro UEs and micro inner and outer UEs, these 

being, respectively, those UEs that can/cannot hear the serving 

micro well when the macro transmits. The number of re-

sources for each group X  of UEs is computed as 

X i ii X
V B R


=  , where 

iB  is the amount of data in the buffer 

for user i , and  
iR  is the channel rate. This scheme thus re-

quires the algorithm to be omniscient, i.e. to know both the 

buffer status and the CQIs for each UE anywhere in the Het-

Net. This requires a non-negligible communication overhead, 

which cannot be mapped on the standard ABS signaling. The 

Macro

Micro

Inner UEs

Outer UEs

 

Fig. 1 – Example of HetNet deployment. 
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Fig. 2 - Description of the X2 stack. 
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Fig. 3 - Standard-based message exchange between mac-

ro and micro. 

 TABLE 1 - LIST OF RELATED WORKS AND RESPECTIVE TOPICS 
 [4] [5] [6] [7] [8] [9] [10]  [15] [16] [17] [18] [20] [21] [22] [23] [24] [25] [26] 

ABS ratio ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓    ✓   ✓   

UE association ✓ ✓   ✓   ✓  ✓ ✓ ✓ ✓   ✓   

Transmission power  ✓  ✓  ✓        ✓ ✓ ✓ ✓ ✓ 
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ABS ratio is then computed as 

( )outer outer inner MV V V V   − − −= + +  (   and M denoting 

the micro and the macro, respectively). Work [16] advocates 

selecting almost blank resource blocks (ABRB) instead of 

ABSs, and shows how to do so in a near-optimal way, with the 

objective of maximizing a concave function of the overall 

physical-layer data rate, assuming that the central controller 

possesses a HetNet-wide topology graph, stating which eNB 

interferes with which UE. On one hand, ABRBs are not sup-

ported in LTE, and standard UE CQI reporting alone does not 

allow one to construct a topology graph. On the other, the 

above scheme requires that, on each AP, per-UE information 

is conveyed to a central HetNet controller, which solves sev-

eral convex optimization problems, whose size depends on the 

number of eNBs and UEs in the HetNet. Convex optimization 

has superquadratic complexity in general, and no computa-

tional results are reported in [16] to investigate at which time-

scales and HetNet sizes or populations this is feasible.  

Works that optimize the UE association usually aim at of-

floading macro traffic to micros by varying the CRE Bias [17], 

and are often associated to static ABS-selection algorithms. A 

small subset of these, instead, propose methods for directly 

selecting the serving node of a UE, based on cell load and/or 

channel quality information [15]. Work [18] considers a heter-

ogeneous TDMA network with cellular and Wi-Fi base sta-

tions occupying non-interfering spectra, and selects to which 

infrastructure a UE should connect, so that the cellular opera-

tor minimizes the energy cost of its network, while still getting 

revenue from it. Energy cost reduction is done by switching 

off cellular eNBs, something that is infeasible at per-AP time-

scales (the switch-on/off of a cellular node takes several tens 

of seconds, and forces mass re-associations of UEs [19]). 

Work [20] shows that setting a load-aware CRE bias leads to 

higher spectral efficiency than associations based on the re-

ceived power only. Work [21] tackles joint UE association and 

ABRB provisioning in a unified framework, assuming mas-

sive MIMO and Joint Transmission from clusters of eNBs, 

and computes an upper bound on network performance.  

Works that focus on the transmission power generally aim 

at selecting the power of macros (during I- or LP-ABSs), 

and/or micros (during non-ABSs) [22]. The transmission pow-

er is generally set semi-statically based on the network topolo-

gy. Work [5] proposes an analytical framework based on sto-

chastic geometry to set the power level of LP-ABSs, the ABS 

ratio, the CRE bias and the thresholds for inner/outer UE clas-

sification. Work [23], instead, advocates a dynamic approach 

and varies the transmission power at a faster pace, using the 

UE positions as an input. Work [24] uses reinforcement learn-

ing to have a micro learn what RBs to use to serve its UEs, at 

what power, and using what CRE, implicitly positing ABRBs. 

Moreover, it leverages dynamic Carrier Aggregation to allow 

a UE to be served by both a macro and a micro, on non-

overlapping carriers. It is worth noting that varying the power 

(hence the network coverage) and/or the CRE at a fast pace is 

often criticized (see e.g. [10]). Such approach, in fact, may 

lead to unexpected ripples on the network at large, such as in-

terference fluctuation, etc., which in turn may reduce the ef-

fectiveness of channel prediction mechanisms and lead to 

higher error rates [22],[25]. Finally, within this group, [26] 

proposes to use arrays of antennas on the micro side, to adapt 

the radiation pattern thus protecting macro edge users from 

interference. 

Schemes for selecting UE association, node transmission 

power and UE classification can indeed be used to set the in-

put values for our framework. As far as works targeting ABS 

ratios are concerned, ours differs from them in several re-

spects. First of all, it is meant to work in the short term (i.e., 

per-AP timescales), whereas all the above ones (except [10] 

and [16]) consider long-term decisions. Long-term decisions 

can indeed leverage more complex algorithms, but they re-

quire modeling the aspects of the problem – specifically, fore-

casting channel qualities and traffic arrivals – and assuming 

that models hold over long timespans. Our work, instead, re-

lies on measures rather than models, and employs fast algo-

rithms that run in few milliseconds. Second, almost all the 

above works (including [16]) investigate how capacity or 

spectral efficiency are affected by ABS provisioning. To do 

so, they make assumptions (e.g., full-buffer traffic) that are 

incompatible with those under which a power-saving scheme 

makes sense at all. Third, our work takes into account the con-

straints of the protocol layers of the LTE standard. In a real 

LTE network, UE reporting is limited to periodic CQIs, and 

the X2AP clearly defines what information can be shared and 

transmitted among the coordinated eNBs for ABS manage-

ment. Only few works from the above list ([25], [26], [16]) do 

consider communications among the eNBs. Some of them just 

mention the X2 interface, others define their own (non-

standard) signaling architecture for ABS provisioning. Only 

two works use known simulators to test their results, namely 

[27] uses the Vienna Simulator [28], whereas [29] uses Lte-

Sim [30]. All the other use ad-hoc system-level simulators, 

often purported to be “3GPP-compliant” as they rely on [31] 

for modeling physical-layer aspects. However, none of them 

provide any detail as to how, if at all, what is above the PHY 

(notably resource allocation at the MAC level or inter-eNB 

communication) is modeled. Finally, all the above works con-

sider either I- or LP-ABSs, but not both simultaneously, and 

none discuss optimal SF placement. 

IV. SYSTEM MODEL 

This section details the hypotheses and assumptions under-

lying our work. We focus on a HetNet composed of a macro 

node, acting as a master for one or more micro nodes, with 

which it performs dynamic eICIC using ABSs as a tool.  

UEs may be associated to either the macro or micro nodes 

(but not to both). Such association – which changes at time-

scales much larger than those where our framework operates – 

is an input datum, and the means by which it is obtained (e.g., 

selection of a suitable CRE bias) are outside the scope of this 
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paper. We assume that the eNBs (both macro and micros) can 

classify their UEs into inner and outer: the former are those 

that can hear their eNB sufficiently well even when interfer-

ence from the other HetNet nodes is considered, and the latter 

are those that cannot, hence must be protected. The criteria 

according to which this is done are outside the scope of this 

paper: for instance, a micro eNB may classify its UEs based 

on their attenuation or channel reporting (UEs reporting a high 

average CQI both during ABSs and non-ABSs will be consid-

ered as inner). Alternatively, outer UEs at a micro may be 

those that would not have associated to it, if it were not for the 

CRE bias. Dually, a macro eNB may classify as inner those 

UEs that have a smaller attenuation, or that report a high aver-

age CQI during both non-ABSs and LP-ABSs. Other schemes 

can be found in [5],[10]. Although UEs are mobile, we assume 

that their being inner or outer does not change within an AP. 

This is reasonable, since an AP is few milliseconds long (40 

ms in an FDD deployment, according to the standard). Each 

node schedules its UEs on each TTI using its own scheduling 

algorithm. Since per-TTI scheduling works at a faster pace 

than our framework’s, we deliberately abstain from placing 

any requirement on scheduling algorithms (nor we require that 

they be the same at all nodes in the HetNet), other than that 

they must be able to inhibit the scheduling of outer UEs when 

required. All nodes manage SFs of B  RBs. 

We assume that a (macro or micro) node has three different 

regimes, in which it can do different things, consuming differ-

ent amounts of power.  

− idle, in which case it can only transmit pilot signals, 

and cannot transmit data traffic. Its power consumption 

p  in the idle state is a constant value =p . 

− active, operating at either low power or full power. An 

active node can transmit data traffic, and its power con-

sumption is a function of the number of transmitted 

RBs ( )=p f n , where 0  n B  and  ,  low full .  

Our assumptions on the power regimes are the following: 

1) ( )0f  , i.e., a node always consumes less when idle 

than when it is active and transmitting no RBs; 

2) The power consumption of an active node (in both low-

power and full-power regimes) is a monotonically in-

creasing affine function of the number of RBs. 

3) ( ) ( )low fullf n f n , 0  n B , i.e. the low-power regime 

consumes less than the full-power one for the same RB 

number. 

Assumption 1) implies that it is beneficial to have a node be 

idle when there is nothing to transmit. Besides the obvious 

point of monotonicity, 2) implies that – from a power-saving 

standpoint – once a node decides to be active in a SF, the op-

timal thing to do is to allocate as many RBs as required, given 

the traffic demand: in fact, the marginal power cost of an RB 

is a wide-sense decreasing function. This implies that a work-

conserving per-TTI scheduler can be used. Finally, 3) is a self-

evident consistency condition on the two power regimes of 

active nodes. Power models that verify all the above condi-

tions are those used in [1], [32]-[33], also shown in Fig. 4. As 

we show later on, the only relevant data at each node, howev-

er, are the maximum power it consumes in active full-power 

and low-power SFs, call them ,  , and its power consump-

tion in the idle state  , all of which are easily measurable. 

The actual values of functions ( )f  will depend on the node, 

hence will differ for a macro and a micro, and may also be dif-

ferent for micros in the same HetNet.  

We assume that nodes communicate through the X2 inter-

B



transmitted RBs

power

Low-power

Full-power




idle

 
Fig. 4 – Example of a power model for a node. 
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algorithm

Subframe 
Placement

Macro Micro

 
Fig. 5 - Main operations of the proposed framework.  

 

AP

MS

1 0 1 1 1 0 0 1

0 0 0 1 1 0 0 1

I N I L L N N LSF types
 

Fig. 7 - Example of SF types in an AP 

TABLE 2 – TYPES OF SFS, ELIGIBLE UES AND POWER REGIMES 

Node Non-ABS I-ABS LP-ABS 

Macro 
Eligible UEs Outer/inner - Inner only 

Power regime Full-power idle Low-power 

Micro  

(active) 

Eligible UEs Inner only Outer/inner Outer/inner 

Power regime Low-power Full-power Full-power 

Micro  

(idle) 

Eligible UEs - - - 

Power regime idle idle idle 
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face, using only the standard signaling described in Section II. 

Aside from that, nodes only possess local knowledge, i.e. a 

macro node is not aware of its micros’ position or power mod-

el, or the number, inner/outer classification and required load 

of micros’ UEs, etc.  

V. DISTRIBUTED POWER-SAVING FRAMEWORK 

This section details our power saving framework (PSF). We 

first provide a high-level view of PSF and its main operation, 

sketched respectively in Fig. 6 and Fig. 5, and then present 

each block in detail. PSF operates at both the macro and the 

micros, and on two different timescales: the AP timescale, and 

the TTI timescale. At the AP timescale, the macro collects the 

ASI reports from the micros, computes a new AP and trans-

mits it to the micros. The micros, in turn, obtain the new AP. 

Based on the information reported therein and on a forecast of 

their own traffic, they select which SFs to be active in, and 

which to be idle in instead. Finally, at the end of the AP, mi-

cros prepare the ASI for the macro. At the TTI timescale, both 

the macro and the micro select which subset of UEs to sched-

ule, according to the settings of the ongoing AP. 

Assume that an AP consists of T  consecutive SFs, and that 

 AP j ,  MS j  are the bits in the AP and MS vectors related 

to SF j. The macro – and, specifically, its AP provisioning 

(APP) algorithm – periodically selects SFs to be I-ABS, LP-

ABS or non-ABS, and communicates that decision to the mi-

cros. The three possible SF types are identified by different 

combinations of the bits in the AP and MS vectors: if 

  1=AP j , then   0=MS j  will identify that SF as an I-ABS, 

and   1=MS j  will identify it as an LP-ABS. If, on the other 

hand,   0AP j = , then the SF will be a non-ABS one. An ex-

ample of the above combinations with the resulting SF types is 

shown in Fig. 7. 

The macro will transmit at its full-power regime to both in-

ner and outer UEs during non-ABSs. It will instead transmit 

data at a low-power regime in LP-ABSs, to its inner UEs only. 

Finally, it will be idle in I-ABSs.  

On the other hand, the micros will serve both inner and out-

er UEs during ABSs (both I- and LP-ABSs), using their full-

power regime, and serve only inner UEs during non-ABSs, 

using their low-power regime to reduce the interference made 

on the macro’s outer UEs. Moreover, a micro may decide to 

be idle in some SFs (of any type), if it does not need all the 

capacity, so as to reduce its own power consumption. The dif-

ferent combinations are summarized in Table 2.  

The APP at the macro selects the type of each SF in the AP 

so as to minimize the macro’s power consumption, provided 

that the load of both the macro and the micros is carried, if 

this is possible at all. Following Fig. 4 and Table 2, the macro 

should declare as few non-ABSs as possible, e.g., just enough 

to carry the load of its own outer UEs. The rest of the AP 

should then consist of – possibly – some LP-ABSs, if there are 

still inner UEs that could not be served during non-ABSs, and 

then as many I-ABSs as possible, to reap the energy benefits 

of going idle. By doing this, in turn, the macro creates an ideal 

environment for the micros, which in turn see an AP with 

plenty of ABSs, at least when the network load is low, and can 

exploit them to serve their own UEs at reduced interference. 

This paves the way to further power saving opportunities at 

the micros as well: micros may in fact decide to go idle them-

selves at some SFs, both ABSs and non-ABSs, if they do not 

need the available downlink capacity. Mirroring what happens 

at the macro, mutatis mutandis, a micro should stay active as 

little as necessary to carry its load, and select the optimal 

combination of SFs where it is active, based on its inner/outer 

UE load and distribution, and on the interference suffered by 

the macro.  

UE scheduling at both the macro and the micros will be 

done by a per-TTI scheduler. The latter is a plug-in for our 

framework, to which an eligibility module will feed the list of 

eligible UEs, depending on the type of SF as per Table 2. The 

eligibility module should also present the scheduler with the 

most recent CQIs reported by each UE in the same type of SF 

as the current one, since the interference measured by the UEs 

– hence their CQIs – will be different depending on the type of 

SFs. For instance, CQIs reported by micro UEs would typical-

ly be much lower in non-ABSs than in I-ABSs. 

Hereafter, we first describe the algorithms run at the micro, 

and then move to describing those at the macro. 

A. Algorithms run at the micro 

All the micros run the same algorithms. When the micro re-

ceives an AP, it decides which SFs to be active or idle in, ac-

cording to its SF activation (SA) algorithm. This decision is 

made so as to carry the micro’s load (if this is possible at all) 

trying to minimize its power consumption.  

In order to do this, we need to estimate the micro’s expected 

load, i.e. the number of bytes that we expect to transmit in the 

next AP. We do this by measuring what happens in the past 

AP, and use the measure thus obtained as a forecast. Since we 

ultimately need to decide whether or not we need to use the 

RBs of the various SFs in the AP, it is convenient to normalize 

the expected load to the average per-RB capacity. The latter, 

however, depends on the SF type, which determines the power 

level of the micro, the interference suffered from the macro, 

and which UEs are targeted. Let , ,N I LC C C  be the average 

per-RB capacity in non-ABS, I-ABS, and LP-ABS, respec-

tively, measured in the past AP by logging the number of 

transmitted bytes and allocated RBs, and let  N,I,LX  be 

the set of SF types. Define coefficients  =N N IC C , 

 =L L IC C , i.e., the capacity per-RB normalized to I-ABSs’. 

For symmetry, one may also define 1 = =I I IC C . Since 

, ,N I LC C C  will change over time, N
 and L

 will change as 

well. Thus, all three coefficients are initialized to a default of 1 

when the system starts, and they are updated at the end of each 

AP. If no data is available to update them (e.g., because inner 

UEs have all been served during ABSs in the last AP), the last 

computed value is carried over to the next AP. N  and L  

can be expected to be smaller than one. However, this is not 
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necessarily the case, due to e.g. fading peaks that change CQIs 

considerably in an AP, or the fact that a significant fraction of 

UEs may appear/disappear within an AP, so that the set over 

which the measurements are taken changes significantly from 

one SF to the other. In any case, our algorithms work regard-

less of the values of N
 and L

. 

The expected load of the micro is represented by two values 

, innerK K , representing the overall expected load and the load 

of inner-UEs only, both measured in multiples of 
IC . The al-

gorithm that estimates K  for the next AP is shown in Fig. 8, 

and it computes the number of RBs that would be needed to 

clear all the micro’s backlog in the ongoing AP. K  is initial-

ized to zero at the start of an AP, and is increased by the num-

ber of allocated RBs (including those for retransmissions), 

times  x
, in every type-x SF. At the end of the AP, K  is in-

creased by the number of RBs required to clear the residual 

backlog at the micro. 
innerK  is computed the same way as K , 

however, only on inner UEs.  
 

1. @AP start:  

2.   let K=0 

3. @type-x SF:  

4.  let b=no. allocated RBs in the SF 

5.  let K=K+b* x
  

6. @AP end: 

7.  let K=K+total backlog/
IC  

Fig. 8 – Algorithm to compute the micro’s expected load in the next AP. 

1) Subframe activation algorithm 

Once the micro’s expected load has been computed, the SA 

algorithm is quite straightforward. Let 
xT , x X , be the num-

ber of type-x SFs in the next AP (provisioned by the macro 

and identified by the micro via straightforward bitwise opera-

tions on the AP and MS vectors received in the X2 message). 

The SA computes 
xt , i.e., how many type-x SFs to be active 

in, so as to minimize the micro power consumption. This is 

done by solving at optimality the following integer-linear 

problem (ILP): 

 

( )

  ( )

( ) ( )

( ) ( )

( )

( )   ( )

( ) ( )  ( )
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. .
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1

1 min ,
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x xx

x x

I L on I L
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N N inner

N N inner

x x x xx x

I I L L inner I I L L

x

W t

s t

t T x i

t t T T T ii

t K B iii

B t K b iv

B t b K v

B t b K B T vi

B t t b K K B T T vii

t x viii







 

   



 

+



 

+  +

   

   + − 

  +  

  + −    

  +  +   −   + 

 



 

X

X X

X

X

  ( )0,1b ix

 (1) 

The objective function to be minimized is the variable part 

of the power consumed by the micro. A fixed baseline of  T  

will be consumed in any case, even if the micro is always idle. 

For each type-x SF when the micro is active, an additional 

power consumption of xW  is required, with =  −NW , 

= =  −L IW W , (see again Table 2) to have the micro 

transmit all the B  RBs in that SF. Note that the decision on 

how many RBs are actually allocated in a SF is not taken by 

the SA, nor could it reasonably be: rather, it is taken on a per-

TTI basis by the scheduler, which is the only one that knows 

the actual traffic demand at that TTI. Thus, the value of the 

objective function, plus the constant term  T , is an upper 

bound on the overall power that will be consumed by the mi-

cro in the next AP, and as tight as an upper bound can be un-

less clairvoyance of future loads and CQIs is assumed. Con-

straint (i) models the upper bound on the number of active SFs 

of each type given by the AP provisioning. Constraint (ii) 

guarantees that the micro is active for a minimum number of 

SFs 0onT  to serve both inner and outer UEs, if this is com-

patible with the AP decisions made at the macro (hence the 

min on the right-hand side). This may help a network engineer 

to strike a better trade-off between energy consumption and 

latency. In fact, an AP is typically long (i.e., 40ms), and if a 

micro has no traffic during one AP, then its expected load 

would be null for the next AP as well, hence the SA would set 

the micro to be idle for the whole next AP. Thus, any down-

link traffic arriving in that AP would be neglected until the 

successive AP (when it would be counted in K , and possibly 

innerK , as remaining backlog). By setting 
onT  to a non-null 

value, one guarantees that enough active SFs always occur in 

an AP, hence the delay is reduced at the expenses of a higher 

power consumption. Constraint (iii) states that, since you can 

only serve inner UEs in non-ABSs, these must not exceed the 

number necessary to carry expected load 
innerK . Constraints 

(iv-vii) state that the overall normalized capacity must be suf-

ficient to carry the expected load K , if it can be carried at all. 

The easiest way to explain these constraints is to understand 

that (iii) allows that   N N innerB t K  (as per the ceiling oper-

ator), but this does not mean that the leftover capacity 

  −N N innerB t K  can be made available to outer UEs, which 

are ineligible in non-ABSs. Therefore, we must discriminate 

whether   N N innerB t K  or   N N innerB t K , and we do 

this by employing a helper binary variable b , such that 

1 =    N N innerb B t K , and 0 =    N N innerb B t K . The 

above two implications are written in constraints (iv-v), by 

multiplying alternatively b  or 1− b  by a large positive constant 

 , so that either constraint is inactive depending on the value 

of b . Now, if 1=b  (i.e., the capacity in non-ABSs does not 

exceed the requests of inner UEs), then the total capacity in 

active SFs is sufficient if 


   x xx
B t K

X
. However, it may 

be that K  exceeds the allocable capacity 


  x xx
B T

X
, 

hence that constraint must be reformulated as (vi). On the oth-

er hand, if 0=b  (i.e., the capacity in non-ABSs may exceed 

the request of inner UEs), then we only need to check whether 

there are enough active LP-ABSs and I-ABSs to carry the ex-

pected load of outer UEs, if that load can be carried at all. This 

is written in constraint (vii). Note again that either (vi) or (vii) 

is inactive, depending on the value of b .  

Problem (1) is an ILP with four variables and nine con-

straints, which is always feasible. We prove in [35] that it has 
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no more than ( )
3

2 3 1T +  feasible solutions. That number is 

independent of the number of UEs, their traffic, and the sys-

tem bandwidth (i.e., constant B ). Since the number of con-

straints is independent of all the above as well, an upper 

bound on the complexity of solving (1) at optimality is ( )3O T

. In fact, a brute-force algorithm could just find the optimum 

by testing all constraints on all the feasible solutions. Since 

40T = , there are no more than 5890 solutions, hence even 

this would only take milliseconds on a modern CPU. Howev-

er, state-of-the-art solution algorithms, such as those imple-

mented in commercial solvers [36], converge rapidly towards 

the optimum, instead of testing solutions exhaustively.  

Once problem (1) is solved, a micro knows how many SFs 

of each type to be active in, but it must still decide which SFs 

to activate. This apparently simple problem is in fact non-

trivial, hence we postpone addressing it until Section V.C, i.e., 

after we present the algorithms for the macro, to avoid disrupt-

ing the flow of the discussion.  

2) Eligibility 

The eligibility module at the micro runs at every TTI and 

presents the scheduler with the list of eligible UEs for the cur-

rent SF, according to Table 2. Moreover, it stores the CQIs of 

the UEs together with the SF type they are related to. When 

presenting the scheduler with the list of eligible UEs for a 

type-x SF, it also communicates to the scheduler the most re-

cent CQI of that UE for type-x SFs, as shown in Fig. 9. CQIs 

can be expected to differ for the same UE in different SF types 

(this is, in fact, the very reason for employing ABSs). Hence, 

using a CQI measured in a different type of SF would lead to 

either H-ARQ errors or resource underutilization, depending 

on whether you overestimate or underestimate it. 

3) ASI reporting 

At the end of an AP, the micro reports two values, namely 

the AS and UAP. According to the standard, the UAP should 

report the number of ABSs where the interference is “small 

enough” (no quantitative definition is provided). We embody 

this concept by measuring the average per-RB capacity: this 

can be expected to be smaller in LP-ABSs than in I-ABSs, due 

to interference from the macro, hence all it takes is to compare 

the per-RB capacity of an LP-ABS against a threshold IC   

to determine whether that SF will contribute to the UAP or 

not. We justify later on that   plays a very limited role in our 

framework, and we set 0.7 = . Thus, ASI reporting boils 

down to the self-explanatory algorithm of Fig. 10.  

Note that the per-ABS part of the algorithm is run also 

when the micro is idle, in which case no RBs are allocated. 

The ASI reporting algorithm is coherent with the fact that the 

macro advertises LP-ABSs to the micros by setting the rele-

vant bit in the MS vector: this means instructing the micros to 

measure the interference in those SFs.  

B. Algorithms at the macro 

This section details the algorithms being run at the macro. 

Since many aspects of these are similar, and specular, to those 

of the micros, we will reuse the same notation whenever pos-

sible, there being no ambiguity as to the fact that we are deal-

ing with quantities related to the macro instead.  

In order to provision an AP, the macro needs to gather the 

ASI reports from its micros, based on which it can infer their 

requirements, and to compute its own expected load as well. 

Within a micro’s ASI, two data are relevant: 

− whether AS=100 or not: in fact, AS=100 denotes a possi-

ble overload situation, whereas AS<100 indicates that 

there are unused RBs in active SFs. We say “possible” 

since it may be that the micro node is actually able to car-

ry its load (e.g., by serving inner UEs during non-ABS 

frames). However, the standard X2-based signaling does 

not allow to discriminate the two cases, hence we must 

assume a worst-case scenario.  

− whether or not UAP is equal to the number of ABSs in the 

previous period +L IT T . If it is not, then the macro should 

prefer I-ABSs to LP-ABSs for that micro, given a choice, 

since the interference in the latter is presumably too high. 

The cross-product of the above yields four different combi-

nations, described below, together with the inferences that the 

macro should reasonably make on the micro’s requirements as 

a consequence – assuming that that micro’s load in the next 

period stays the same:  

a) (UAP == +L IT T ) and (AS<100):  

• tolerable interference in LP-ABSs;  

• the available ABSs (both I- and LP- ) are enough to 

carry the micro’s load.  

b) (UAP == +L IT T ) and (AS==100):  

• tolerable interference in LP-ABSs; 

• not enough ABSs to carry the current load in the micro. 

This micro will fare better if the number of either LP-

ABSs or I-ABSs is increased in the next AP. 

c) (UAP< +L IT T ) and (AS<100): 

• intolerable interference in LP-ABSs; 

• the available I-ABSs are enough for the current load in 

that micro, hence that micro does not need LP-ABSs. 

d)  (UAP< +L IT T ) and (AS==100):  

I-ABS Non-ABS LP-ABS

AP

... ...UE category I-ABS LP-ABS Non-ABS

A inner 15 13 5

B inner 14 11 6

C outer 9 6 -

D outer 8 4 -

A, 15
B, 14
C, 9
D, 8

A, 5
B, 6

A, 13
B, 11
C, 6
D, 4

Eligible UEs
and related CQIs

UEs attached to the micros and related CQIs

CQI

 
Fig. 9 – Eligible UEs per SF type. 
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• intolerable interference in LP-ABSs; 

• There is not enough capacity in ABSs to carry that mi-

cro’s load. This micro will fare better only if the num-

ber of I-ABSs is increased in the next AP. 

Based on the above inferences, the macro computes two 

values , I L
, corresponding to the minimum number of I-

ABS and LP-ABSs necessary to satisfy the requirements of all 

the micros simultaneously, using the algorithm in Fig. 11.  

For each micro i, the algorithm computes a required number 

of ABSs (line 2) based only on those where the interference is 

tolerable (thus, erring on the safe side). That number is in-

creased by one if the micro signals overload (line 3). That 

number is then assigned to either  L
[i] or  I

[i] based on 

whether the interference in LP-ABSs is tolerable or not (lines 

4-9). Finally (line 10), the minimum number of I-ABSs  I
 is 

computed as the maximum of  I
[i] among all the micros. If 

a micro j requested a higher number of ABSs than  I
, and tol-

erates that they are LP-ABSs, then it is  L
[j]> I

, hence the 

maximum difference  L
[j]- I

, if positive, should make up 

 L
 (line 11). This way, some of micro j’s ABS will be I-

ABSs in any case, which can only improve its performance. 

Fig. 12 shows an example of computation for  I
 and  L

, ob-

tained from four ASI reports sent by as many micros. Note 

that all the above four cases are covered. 

The macro also needs to compute its own expected load, in 

the same way as micros do, by measuring its own , innerK K  

using a similar algorithm as the one in Fig. 8. The macro com-

putes its expected load as a multiple of 
NC , its average per-

RB capacity in non-ABSs, and RBs allocated in LP-ABSs are 

rescaled by coefficient  =L L NC C . We leave to the alert 

reader the straightforward adaptation of the algorithm in Fig. 8 

to compute , innerK K  at the macro. 

4) AP provisioning 

The AP provisioning at the macro consists in selecting how 

many SFs of each type will occur in the next AP, i.e., selecting 

, ,I L NT T T  such that 


= x

x

T T
X

. The following inequalities con-

strain the choice: 

− micro  requirements: in order to meet them, it must be 

I IT  and  +  +I L I LT T . This last constraint allows 

LP-ABSs to be upgraded to I-ABSs, if the macro has no 

need for them (e.g., at low loads).  

− maximum latency constraints: 
N onT T . Similarly to what 

we do at the micros, we need to guarantee that the macro 

is always able to dedicate some capacity to its outer UEs, 

even if it was completely unloaded in the previous AP. 

Hence, at least 
onT  non-ABSs should be set in an AP. 

− macro capacity requirements: the overall capacity at the 

macro must be sufficient to carry its own expected load. 

This requires that ( )L inner LT K B     , and that 

 min ,N L L innerT B T B K K +    . The “min” at the left-hand 

side of the last inequality is necessary because 
LT  may be 

larger than strictly necessary to serve all the inner UEs, as 

per the ceiling in the first inequality, but this does not 

mean that any leftover capacity can be used for outer UEs 

in LP-ABSs (like with problem (1) at the micro).  

This said, the power-optimal AP provisioning at the macro 

is the optimum of the following ILP: 
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 (2) 

Problem (2) is indeed similar to (1). Its objective function 

includes only the extra power consumed in LP-ABSs and non-

ABSs (the macro is in fact idle in I-ABSs), using weights 
xW  

defined as those in the objective of (1) and obtained from the 

macro’s power model. We remark again that the value of the 

objective (plus a constant term  T ) is an upper bound on the 

1. for each micro node i 

2.   let req=ceiling(UAP[i]*AS[i]/B) 

3.   if (AS[i]=100) increase req 

4.   if (UAP[i]< +L IT T ) 

5.    let  I
[i]=req 

6.    let  L
[i]=0 

7.   else  //(UAP[i]== +L IT T ) 

8.    let  I
[i]=0 

9.    let  L
[i]=req 

10. let  I
=maxi{ I

[i]} 

11. let  L
=min{maxi{ L

[i]}- I
,0} 

Fig. 11 – Computing the minimum requirements , I L
 at the macro. 

 

1. @AP start:  

2.  set UAP= +L IT T ; set R=0 

3. @ABS SF:  

4.  measure per-RB capacity C 

5.  let b=number of allocated RBs in SF 

6.  if (SF is LP-ABS and C<
IC  )  

7.   decrease UAP 

8.  else  

9.   let R=R+b 

10. @AP end: 

11.  report UAP 

12.  if (UAP)>0) report AS=R/UAP 

13.  else report AS=0 

Fig. 10 – ASI reporting at the micros. 
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Fig. 12 - Micro feedback to the macro node 

 



TGCN-TPS-16-0030.R2 

 

 

 

 

10 

power that the macro will consume in the next AP. Constraint 

(i) bounds the length of the AP. Constraints (ii-iii) are the mi-

cro requirements1, (iv) is the maximum latency requirement, 

and (v-ix) are the macro requirements, rewritten as linear con-

straints with the help of binary helper variable b  as in (1). The 

problem is an ILP with four variables (one of which is redun-

dant, since (i) is an equality) and nine constraints. We prove in 

[35] that it admits no more than ( ) ( )1 2T T+  +  feasible solu-

tions. Since the number of constraints is constant, solving (2) 

at optimality is again ( )2O T . Moreover, since 40T = , there 

are fewer than 1722 solutions. The same considerations as for 

(1) regarding solving times apply here a fortiori. However, 

unlike (1), problem (2) may actually be infeasible. This may 

occur for three reasons: 

1) ( )on I LT T   − + , i.e. the micro requirements leave too 

few non-ABSs available for the maximum latency con-

straint to be met. This follows from (i), (iii) and (iv). 

2) ( ) −  − +   inner I LK K T B , i.e., the maximum number of 

non-ABSs (i.e., the term between square brackets) is not 

sufficient to carry = −out innerK K K , i.e. the expected load 

of outer UEs at the macro. 

3) ( )    − +  +    L I L LK T B B , i.e., the expected load at 

the macro is larger than its total exploitable capacity, in 

both non-ABSs (i.e. the first term at the right-hand side) 

and LP-ABSs (second term). 

Since SF selection affects the performance of the whole 

network, such overload situations must be managed by rescal-

ing the input constants , innerK K , , I L
, so that all the con-

straints become feasible. A proportional scaling is as follows: 

1. If ( )on I LT T   − +  then compute the new ̂ I
 and ̂ L

 as  

 ( ) ( )ˆ
on I Ly y T T  =  − + , with { , }  I Ly ; 

2. If ( ) −  − +   inner I LK K T B  then compute the new 

̂ I
, ˆ

L  and K̂  as: 

 

( )

( )

min ,
ˆ

min ,

out

inner

out I L

T T K B B
K K

T K B  

 
= +

+ +
,  

 
( )

ˆ
min , out I L

T y
y

T K B  


=

+ +
, with { , }  I Ly ; 

3. If ( )    − +  +    L I L LK T B B  then compute the 

new ˆ ˆ, innerK K , ˆ ˆ, I L
 as: 

 
( ) ( )

( ) ( )

min ,
ˆ

min , 1

out inner

inner

inner I L L

T K B T K B B
K

T K B   

−  
=

+ + −
,   

 
1 Note that the way constraints (ii-iii) are written implies that the ASI report-

ing threshold   plays a very limited role. In fact, it only discriminates be-

tween cases b) and d) above, when the micro has a high load (ASI=100). A 

higher   will lean towards d), limiting the possibility of using LP-ABSs. At 

low loads, i.e., when 
L I

K B + +     is well below T, the macro will se-

lect 
I L I

T   +  regardless of the value of 
L

 , hence of the threshold  , 

since this is preferable power- and capacity-wise. At low loads, the macro 

may end up using LP-ABSs because these are more power efficient than non-

ABSs to serve its own inner UEs, and not because of the micro requirements.   

 
( )ˆ ˆ= − +inner innerK K K K

, 

 
( )

( ) ( )min , 1

out

inner I L L

T K B y
y

T K B   

− 
=

+ + −
,with { , }  I Ly . 

We terminate this section by mentioning that the eligibility 

module at the macro works the same as the one for the micros, 

mutatis mutandis according to Table 2.  

0 1 2 3 4 5 6 7 8 9

L I I I I I

I I I II

N N N

N N N

L

L L  

Fig. 13 – Two different SF placements in an AP. 

C. The problem of optimal subframe placement 

The macro must place all types of SFs - whose numbers it 

has computed by solving (2) - within the AP. Similarly, each 

micro must select which SFs to be active in, given the AP pro-

visioned by the macro and the numbers obtained by solving 

(1). The two problems share the same objective, i.e. to enable 

the relevant node to serve its users as often as possible, so as 

to minimize the maximum latency: with reference to Fig. 13, 

where a repeating AP of 10 TTIs is assumed for ease of read-

ing, the topmost placing is such that an outer macro UE will 

have to wait up to seven TTIs before being served (i.e., if its 

traffic arrives at time 3, it will have to wait until time 10 for a 

non-ABS), whereas the maximum latency for an inner UE will 

be five TTIs (i.e., for traffic arriving at time 5). However, ar-

ranging SFs as in the bottom AP reduces these latencies to 

three and two, respectively. To the best of our knowledge, no 

paper dealing with ABS describes how to place SFs in the AP. 

The algorithm for optimal placing at the macro is intuitively 

straightforward, but slightly tricky to formalize. Assume that 

the SFs in the AP are numbered from 0 to 1−T . First, all the 

non-ABSs are placed so as to minimize the maximum distance 

between consecutive ones (keeping into account wrap-around 

at the end of the AP). This guarantees that outer UEs can be 

served as frequently as possible, and is achieved by placing 

non-ABSs at positions   Ni T T , with i going from 0 to 

1−NT . This is what happens at the bottom of Fig. 13, where 

3=NT  is assumed, and leaves the AP with 
NT  disjoint inter-

vals (i.e., 1-2, 4-5, 7-9). Some of these intervals ( mod NT T , in 

fact) have a length 1−  NT T , whereas the remaining ones 

include 1−  NT T  SFs, i.e. one less than the former, unless T  

is an integer multiple of 
NT . In our example, there is one 

“longer” interval (7-9), and two “shorter” ones (1-2 and 4-5).  

Then, all the LP-ABSs are placed in these intervals so as to 

minimize the maximum distance between consecutive active 

SFs (whether non-ABSs or LP-ABSs) at the macro, thus in-

creasing the frequency of transmission opportunities for inner 

UEs. This is done by assigning either   L NT T  or 1+  L NT T  

LP-ABSs to the intervals, taking care to assign more LPs to 

larger intervals first, and splitting each interval evenly. In the 

example of Fig. 13, we need to place two LP-ABSs, hence we 

will have either zero or one LP-ABS per interval. The only 
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“larger” interval (7-9) will get one LP-ABS, and the remaining 

one will go to the first of the two smallest intervals, i.e., 1-2.  

The pseudocode for the placement algorithm is reported in 

Fig. 14. Lines 2-5 compute all the involved constants (i.e., 

how many long and short intervals, and how many of these 

will get one more LP-ABS than the other intervals of the same 

length). The outer for cycle assigns non-ABSs, and the inner 

for cycle assign LP-ABSs within an interval. The alert reader 

will notice that the placement algorithm at the macro is ( )O T . 

At the micro, the added complication is that the 
It , 

Lt  and 

Nt  activations selected by the SA algorithm can occur only in 

SFs of matching type, whose positions are fixed. Finding the 

“most regular spacing” of activations in these settings is chal-

lenging – to the point that even formally defining what a 

“most regular spacing” should be is all but trivial. Moreover, it 

would involve solving at optimality an ILP with ( )O T  varia-

bles, which would clearly be impractical. Since what really 

matters is to avoid clustering activations in the same region of 

the AP (thus unduly leaving the micro idle for too many con-

secutive SFs), we use a simple heuristic that leverages the 

even spacing already done by the macro. For each SF type x , 

we activate the  
 
i T t

x x
-th SF of that type, with i ranging 

from 0 to 1−xt . To reduce the chance of activations of adja-

cent SFs of different types, the AP vector is scanned circularly 

starting from a different offset for each SF type, e.g., 

mod mod
, 3 , 2 3+ +       T T

r r T r T , if all three 
It , 

Lt  and 
Nt  

are non null, where r  is a random offset taken uniformly in 

 0,T  at each AP. Value r  is used to desynchronize activa-

tions among micros, which further reduces the interference at 

low loads. The placement algorithm at the micro is also ( )O T . 

D. Communication overhead and reporting periods 

As shown in the previous subsections, computing a new AP 

involves exchanging messages and running algorithms at both 

the macro and the micros. The whole timing is shown in Fig. 

15. Algorithms at the macro and the micros cannot run in par-

allel, since the latter take the output of the former as an input, 

and – simple and fast as they may be – cannot be supposed to 

run in zero time. Assume that AP 1+j  starts at ( )1j T+  , and 

call x the reporting offset, i.e. the time it takes for our frame-

work to prepare a new AP. The computations for AP 1+j  

must start by ( )1j T x+  − , hence must make reference to the 

most recent AP completed by then (i.e., the 1−j -th in the fig-

ure, since the j -th is ongoing). 

However, the communication and computation overhead of 

our framework is shorter than one AP, as we show later on. 

Thus, one may ask if having fresher reports from the micros 

may be beneficial, and how this can be accomplished. All it 

takes is to interpret the standard liberally, and assume that an 

AP means a generic period of T  consecutive SFs with an arbi-

trary offset. Define a reporting period ( ) ), 1j T x j T x − +  −  

(consisting of T  SFs), and assume that the micros make their 

report based on reporting periods instead of APs. This would 

allow a new AP to be computed using the most recent possible 

traffic, CQI and interference estimates. This setting generaliz-

es the standard, which can be seen as the particular case =x T . 

For this to happen, the macro and its micros would then need 

to agree on the value of x , using extra (non-standard) X2 sig-

naling. Note that the standard does not specify the period at 

which APs can be modified. The latter must be a multiple of 

the AP, and we call it reconfiguration period henceforth. 
 

1. init: all SFs are I-ABS 

2. let q=
L N

T T   , r= mod
L N

T T  

3. let NLongInts= mod
N

T T , NShortInts= ( )mod
N N

T T T−  

4. let ExtraLPLong=min(r,NLongInts)  

5. let ExtraLPShort=min(r-ExtraLPLong,NShortInts) 

6. for i=0 to 1
N

T −  

7.   mark SF 
N

i T T    as non-ABS 
8.   let NLPs=q  

9.   let ( )1 1
N N

I i T T i T T= +  −  −       // int. lgth 

10.  let 1
N

O i T T=  +          // int. offset 

11.  if (I == 1
N

T T −   ) and (ExtraLPLong>0) 

12.   let NLPs=q+1 

13.   let ExtraLPLong=ExtraLPLong-1 

14.  if (I == 1
N

T T −   ) and (ExtraLPShort>0) 

15.   let NLPs=q+1 

16.   let ExtraLPShort=ExtraLPShort-1 

17.  for j = 1 to NLPs 

18.   mark SF ( )1O j I NLPs+  +    as LP-ABS 

Fig. 14 – SF placement at the macro. 

Reporting period j+2

AP j

Micro

Macro

Freeze constants

Compute AP j+1

Send AI 

for AP j+1

AP j+1 starts

(j+1)∙ T

AP j+1

x

time

Send ASI 

for AP j+1

Compute SA 

for AP j+1

Apply SA 

for AP j+1

Reporting period j+1

 

Fig. 15 - Message exchange for the preparation of a new AP. 

VI. PERFORMANCE EVALUATION 

In this section, we evaluate the performance of PSF. Our 

evaluation is carried out using SimuLTE [37]-[38], a system-

level simulator developed for the OMNeT++ simulation 

framework [39]. SimuLTE simulates the data plane of the 

LTE/LTE-A radio access network. The SimuLTE protocol 

stack includes all the LTE protocol layers, i.e., a Packet Data 

Convergence Protocol – Radio Resource Control (PDCP-

RRC), Radio Link Control (RLC), MAC and PHY. It also in-

cludes models for macro-, micro-, pico-eNBs, with different 

radiation profiles (both isotropic and anisotropic), functions 

for MAC-level scheduling in downlink and uplink directions 

and X2-based inter-eNB communication. Note that the bene-

fits of having an OMNeT++-based simulator include leverag-

ing the INET library [40], which already includes validated 

models of well-known Internet protocols (therein including 

SCTP for the X2, IP, TCP, UDP, etc.).  

We extended SimuLTE to support ABSs and ABS signaling 
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over X2, and we included an implementation of the PSF 

framework. Both the ILPs are built dynamically during the 

simulation, and solved at runtime using the CPLEX solver 

[36]. The latter uses presolving techniques [41] to reduce the 

size of a problem and improve the tightness of its formulation, 

and runs branch-and-cut [42] afterwards. An optimality gap of 

0.5% is set, hence solutions are at least 99.5% optimal. 

UE classification is performed at the start of the simulation, 

based on the attenuation to the serving node, with a threshold 

of 80dB. This allows you to have both inner and outer UEs at 

the macro and the micro. Only downlink traffic is simulated, 

and we assume that the traffic is generated by applications 

running on a server and forwarded by a router to the serving 

cell of the receiver. Applications alternate between active and 

inactive states, whose duration is extracted from a Weibull 

distribution. When active, the application generates fixed-

length packets every 20 ms, unless otherwise specified. In our 

evaluations, we often vary the offered load by varying the 

packet size, whose default value is 50 bytes. Scheduling at the 

MAC layer is done according to a MaxCQI policy, i.e., eligi-

ble UEs are sorted by decreasing CQI and each one is allocat-

ed enough RBs to empty its queue, until either all RBs are oc-

cupied or no eligible UEs remain. Propagation and transmis-

sions delays of the X2 are assumed to be negligible, given the 

small inter-node distance and size of the ABS X2 messages.  

We measure the end-to-end application delay, the HetNet 

throughput at the MAC layer, and the HetNet power consump-

tion, computed as the sum of the consumption for all the eNBs 

in the system. For the latter we only display the part that can 

be actually affected by the ABS decision process, i.e. the one 

exceeding the baseline  . Confidence intervals at the 95% 

level are shown only when visible. The main simulation pa-

rameters are reported in Table 3, whereas the values used in 

the power models are described in Table 4, and are taken from 

[33]. With these values, a macro (micro) in its low-power re-

gime consumes the same power as a micro (pico) at its full-

power regime. A more extensive performance evaluation, in-

cluding more scenarios, is reported in [35]. 

A. Benchmarking  

We first benchmark the performance of PSF in various con-

figurations, to explore trade-offs between power consumption 

and UE QoS. We consider a scenario with one macro and one 

micro node where UEs are dropped uniformly within a circle 

whose radius is 250 m, and are associated to a serving eNB on 

a highest-received-power basis, as we show in Fig. 16. The 

default CRE bias is zero. In this deployment, the number of 

inner UEs is around 5% of the total at the macro, and 25% at 

the micro. In Fig. 17 we show the distribution of the user ap-

TABLE 3 – MAIN SIMULATION PARAMETERS 

Parameter Value 

Bandwidth 10 MHz – 50 RBS 

Carrier Frequency 2 GHz 

Path Loss Model ITU Urban Macro [31] 

Fading Model Jakes 

Simulation Time 30 s 

Warm-up time 3 s 

# Indep. Replicas 5 

Packet size (default) 50 bytes 

Inter-packet time 20ms 

Active period duration Weibull, mean 0.8s 

Silence period duration Weibull, mean 1.0s 

 

TABLE 4 - POWER MODEL 

 Macro Micro 

Scenario 1 Micro 2 Micros 1 Micro 2 Micros 

Tx Power (Low) 30 dBm 21 dBm 14 dBm 14 dBm 

Tx Power (High) 40 dBm 40 dBm 30 dBm 21 dBm 

Antenna pattern Anisotropic Anisotropic 

  174 7 

  445.5 W 342.5 W 

  38.5 W 21 W 

( )0f  320 W 16 W 

 

 
Fig. 16 – Node deployment and UE association.  
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Fig. 17 – Application delay with increasing values 

of Ton. 
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Fig. 18 – Number of SFs of each type with in-

creasing values of Ton. 
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Fig. 20 – Positioning of I- and LP-ABSs with three 

different algorithms, assuming an AP of 16 SF for 

convenience 
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Fig. 21 – Application delay for various positioning 

algorithms, Tx 

20

40

60

80

100

120

50 100 150 200 250 300

T
on

=2

T
on

=5

T
on

=10

O
v
e

ra
ll 

P
o

w
e

r 
C

o
n

s
u

m
p
ti
o
n

 [
W

]

#UEs
 

Fig. 19 – HetNet power consumption (variable 

part) with increasing values of Ton. 
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plication delay for three values of Ton when the number of UEs 

ranges from 50 to 300. Each bar represents the interval be-

tween the 90th (upper edge) and 10th (lower edge) percentiles. 

The solid line marks the median, and the two dashed lines 

mark the 25th and 75th percentiles. From such graphs we can 

see that, when Ton is low, all the percentiles decrease with the 

load. Although this might seem counterintuitive, it can be easi-

ly justified analyzing the number of SF per type, which is 

shown in Fig. 18: the higher the number of UEs, the higher the 

number of SF where the eNBs will be active, hence the faster 

it reacts to UEs traffic requests. If we increase the value of Ton, 

delay percentiles decrease globally at low and medium loads, 

and the number of non-ABSs increases as well. At higher 

loads, instead, increasing Ton is less effective, as eNBs are al-

ready active most of the time, but it still reduces the 90th per-

centile. On the other hand, using larger values of Ton increases 

the power consumption, especially at low loads, as demon-

strated by Fig. 19. Increasing Ton, in fact, increases both the 

number of non-ABSs and the number of ABSs where the mi-

cro is active. By tuning Ton, a network operator can trade the 

power consumption of the HetNet for the UE QoS. 

We then show that placing ABSs smartly within an AP 

brings benefits. We compare our optimal placing against two 

baselines: one (On/Off) where SFs of the same type are clus-

tered, and a second one (split) where clustering occurs in the 

two halves of the AP. An exemplary placement of I-ABSs and 

LP-ABSs using the three algorithms is shown in Fig. 20, 

whereas in Fig. 21 we show the distribution of the application 

delay for the three placing algorithms with an increasing num-

ber of UEs. As we can see, the optimal placing yields lower 

delays in general.   

We now show how PSF performs with bursty traffic. We 

modify traffic generation so that an application packs into two 

bursts the same number of packets it would send during an ac-

tive period. The average number of packet per burst is 20, and 

the mean rate of applications stays the same. As we can see in 

Fig. 22, the power consumption is similar to the case of 

smooth traffic, the relative difference (shown in green and ref-

erenced on the right y axis) being less than 10% either way 

depending on the load. With bursty traffic, PSF consumes 
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Fig. 22 – HetNet power consumption with smooth 

and bursty traffic (left y axis), and relative differ-

ence (right y axis), with an increasing number of 

UEs.  
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Fig. 23 – Reported K at the macro with smooth and 

bursty traffic, in a scenario with 25 UEs. 
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Fig. 24 – Application delay with smooth and bursty 

traffic. 
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Fig. 26 – Application delay with an increasing value 

of the reconfiguration period, Ton=2. 
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Fig. 27 - HetNet power consumption against the 

number of UEs with several reconfiguration periods 

and Ton=2. 
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Fig. 25 – Percentage of RBs allocated by macro 

eNB during non-ABS, with smooth and bursty traf-

fic. 
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Fig. 28 - Number of SFs of each type with an increasing value of the recon-

figuration period, Ton=2. 
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Fig. 29 - Application delay with an increasing value of offset, Ton=2, recon-

figuration period 40 ms. 
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slightly more power at very low loads (e.g., 25 UEs), and less 

power as the load increases, having a break-even point around 

50 UEs. This is due to the interplay of two different phenome-

na: on one hand, the fact that traffic is bursty allows the MAC 

scheduler to pack several RLC SDUS (i.e., IP packets with 

PCDP and RLC headers) into the same transport block, thus 

reducing the overhead of MAC and RLC headers on MAC-

layer transmissions: this yields a slightly smaller MAC-level 

load for the same application-level load. This reduces power 

consumption, and this effect dominates at higher loads. On the 

other hand, bursty traffic affects the computation of K. Suc-

cessive values of K at the macro are shown in Fig. 23. The fact 

that a non-zero K is sometimes followed by a null K implies 

that the PSF uses the former in an AP where no traffic arrives, 

hence overestimates the expected load for that AP. Fig. 25 

confirms this, showing that fewer RBs are allocated during 

non-ABSs at the macro when bursty traffic is transmitted, and 

such difference is more evident at low loads. Note that the 

knee in the RB utilization at low loads (regardless of whether 

traffic is smooth or bursty) is due to the presence of Ton>0, 

which forces more non-ABSs than strictly necessary. Finally, 

delays are higher with bursty traffic, as shown in Fig. 24, due 

to the fact that an arriving packet is also delayed by the part of 

burst arrived just ahead of it and already sitting in the queue. 

The last two parameters whose effects we test are the re-

porting offset and reconfiguration period, both defined in Sec-

tion V. In Fig. 26 we show the distribution of the application 

delay for values of the reconfiguration period ranging from 40 

to 800 ms. As we can see, using smaller periods allows faster 

reactions to traffic variations, hence reduces the application 

delay. This is confirmed by Fig. 28 and Fig. 27, which show 

that the number of non-ABSs decreases slightly as the period 

increases, leading to small differences in terms of power con-

sumption. We then evaluate the impact of reporting offsets. 

Fig. 29 reports the application delay for various offsets, 

demonstrating a negligible effect for up to 20 ms, a time large-

ly sufficient to solve the two provisioning problems and to 

complete the handshake via X2, as we discuss below. From 

now on, we assume a reconfiguration period of 40ms, i.e., APs 

are changed every time, and a reporting offset of 10ms.  

Finally, we quantify the algorithmic work required to solve 

our ILPs. CPLEX’s presolver solves 80-90% of the instances. 

The remaining ones are solved with branch-and-cut, employ-

ing a total number of simplex iterations seldom exceeding ten 

[35]. The solving times, measured on an off-the-shelf PC 

equipped with an 8-core Intel i7-4790 CPU @ 3.60GHz and 

16 GB RAM, were always between 0.5 and 5 ms.  

B. Comparison 

We now compare PSF against a baseline with no ABS sup-

port and a work that advocates dynamic computation of ABSs, 

i.e., [10], and we will refer to them respectively as noABS and 

RelWork. To make the comparison more challenging, we en-

hanced [10] with our ABS-placing algorithm, and we allow a 

macro node to go to sleep during ABSs (something which [10] 

did not posit, and that does reduce that scheme’s power con-

sumption). We also remark that [10] assumes HetNet-wide 

omniscience at the macro, while our framework does not.  

1) Single-Micro scenario 

We consider a single-micro deployment like the one of the 

previous sub-section. We start by comparing the application 

delays for an increasing number of UEs, using two values of 

Ton. As Fig. 30 shows, when using Ton=10 our framework 

yields lower delays than all the other configurations, with a 

significant improvement at lower loads. With Ton=2 instead, 

delays for percentiles up to the 75th are close to the ones of the 

related work. Fig. 31 shows that PSF is the most energy-

efficient, with a power saving of up to 72% with Ton=2, and up 

to 41% with Ton=10. The latter configuration in fact, achieves 

lower delays at a cost of an increased power consumption, i.e. 

allocates more non-ABSs. However, the number of I-ABSs is 

still significantly higher than the related work, which allocates 

SFs proportionally to the ratio of the macro and micros loads, 

regardless of their absolute offered load. This explains why 

the related work curve in Fig. 31 is approximately flat, and 

implies that, when the absolute load is low, an excess of non-

ABSs is allocated. The fact that, especially at higher loads, 

using a power-saving algorithm yields lower powers and 

smaller delays (see Fig. 30 and Fig. 31) appears to be counter-

intuitive: in fact, power saving is achieved by switching off 

nodes, and this creates interference-free environments for oth-

er nodes, which in turn employ fewer resources to serve their 

UEs with higher efficiency, hence serving them faster. This is 

why a solution without ABSs performs the worst in both re-
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Fig. 30 - Application delays with an increasing number of UEs, packet size 50 
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spects. At low loads, instead, switching off nodes results in an 

increased latency. These two phenomena can be observed con-

sistently in all the scenarios analyzed in the rest of the paper. 

In the following experiments, we use Ton=2. 

As a next step, we perform a saturation analysis of the sys-

tem. To that purpose, we place 200 UEs, which gives us 

enough spatial diversity, and we increase the size of the pack-

ets, until the system reaches saturation. Fig. 32 represents the 

overall MAC-level throughput, which shows that using ABSs 

increases the overall system performance, and that our solu-

tion achieves a slightly higher saturation throughput than the 

related work’s. Moreover, we can see from Fig. 33 that the re-

lated work scheme cannot keep the delays within an accepta-

ble range, already at moderate loads. The fact that its power 

consumption (shown in Fig. 34) is lower, which is due to the 

overabundance of I-ABSs (see Fig. 35), shows that the trade-

off point between power saving and QoS is largely suboptimal 

for the related work. Our framework, instead, consumes less 

power at low loads, and allocates more power to preserve QoS 

as the load increases. 

2) Two Micros 

We now compare the performance of our framework in a 

scenario with one macro and two micros, with UEs uniformly 

dropped, as shown in Fig. 36. First, we evaluate the QoS by 

considering an increasing number of UEs generating traffic 

with fixed bitrate (packets 50 bytes long). Fig. 37 shows the 

distribution of application delays in the three cases. As we can 

see, our solution outperforms both the baseline and the related 

work. However, we observe significantly different results with 

respect to the single micro scenario, and the main reason be-

hind this phenomenon is the interference between micros. As 

explained in Section V.C, our SA algorithm forces micros to 

remain active for the minimum required time, and de-

synchronizes micro activations by picking a random initial 

offset at each AP. Besides the (comparatively minor) power 

saving due to the switch-off of the single micros, this mecha-

nism favors a multiplexing over time of micro activations, 

hence reduces inter-micro interference. In fact, we verified 
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that our solution achieves higher CQIs and has a lower rate of 

decoding errors at the MAC layer, as the rate of simultaneous 

micro transmissions – which also causes interference – is kept 

lower than the related work’s (see Fig. 38). The fact that at 

high loads micros transmit simultaneously even less often 

when no ABSs are provisioned is due to the fact that micros 

cannot serve their outer UEs at all in that case, hence transmit 

less often altogether. Fig. 39 shows that the combined effect of 

micro switchoff and inter-micro interference reduction allows 

further power saving opportunities. The results are qualitative-

ly similar if we change the number or position of micros. 

3) Two Micros: hot spot 

All the results we analysed so far showed an allocation of 

ABS that was exclusively composed of I-ABS and non-ABS, 

with only one LP-ABS allocated for CQI measurement. To 

demonstrate the usefulness of LP-ABS, we now assess the 

performance of our framework in a hot-spot scenario like the 

one shown in Figure 40. We used two micros as in the previ-

ous section, deploying UEs in two sets: a first one composed 

of 50 UEs uniformly distributed in the cell, and a second one 

of 150 UEs uniformly dropped in a hotspot close to the macro 

node. The traffic volume is varied by increasing the packet 

size only for UEs within the hotspot, until the system reaches 

saturation. Fig. 41 shows that the performance in terms of 

MAC cell throughput are similar in the three cases, as most of 

the traffic is generated in proximity of the macro node, thus 

benefiting less from the usage of ABSs. However, the power 

consumed by the three nodes, which is shown in Fig. 42, is 

significantly lower with our framework. The main reason for 

this is displayed in Fig. 43: in this case in fact, our framework 

adapts its allocation to the unbalanced deployment of UEs 

serving most of them at low power, thus using LP-ABS and 

reducing power consumption with no impact on QoS. 

4) Evaluation with multiple macros 

We now evaluate the scenario of Fig. 44, where a central 

cell like the one in is surrounded by three external macro 

nodes at 1km from its center, radiating towards it, to create a 

high interference. The central nodes always run the PSF 
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Fig. 41 - MAC-layer HetNet throughput against the application-layer offered 
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Fig. 42 - HetNet power consumption against application-layer offered load. 
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framework, whereas the external nodes may: a) not use the 

ABS mechanism; b) run autonomous instances of PSF, i.e., 

compute their own ABS pattern; c) run a coordinated PSF 

with the central cell. In the last case, each macro node com-

putes its own values of K and reports this and its micro load to 

a central entity. The latter takes the maximum of all the re-

ported values, runs the ABS provisioning algorithm described 

in Section V.B, and returns the result to all the macros, which 

then apply it and send it to their micros. This makes all the co-

ordinated entities agree on the same ABS pattern. We consider 

two load levels for the external nodes: low load, where the RB 

demand is 10% of the total, and high load, where it is 50%. 

We measure the performance in the central cell only.  

As we can see in Fig. 45, external nodes increase the power 

consumption. This is because a higher load implies higher in-

terference, hence lower CQIs, hence more RBs required to 

serve the same traffic. However, when external cells run au-

tonomous PSF instances, the power consumption increases 

less. The justification can be found in Fig. 46. When no ABSs 

are used at the external nodes in fact, these generate a strong 

interference potentially in all the SFs, causing low CQIs of 

UEs served by the micro. On the other hand, running coordi-

nated PSF, instead, achieves maximum protection for micro 

UEs, significantly increasing their channel quality. However, 

the same mechanism forces all the macro nodes to transmit 

during the same SFs (i.e. non ABS), thus increasing inter-

macro interference (see left part of Fig. 46) and reducing the 

CQIs of the macro UEs, which are more numerous and served 

by a node with a higher power consumption. This justifies the 

higher power consumption of coordinated PSF. Running au-

tonomous PSF instances yields a favorable trade-off, increas-

ing the chance that both micro and macro users are scheduled 

in SFs where external interferers are inactive. 

VII. CONCLUSIONS 

In this paper, we presented a framework for ABS provision-

ing that aims at reducing the power consumption in HetNets. 

Our framework exploits two types of ABSs, idle and low-

power ABS, where a macro node respectively refrains from 

transmitting data or still does so at a lower transmission pow-

er. The provisioning process is carried out dynamically at the 

fastest possible pace, selecting which ABS type to use depend-

ing on information on the network load, such as its volume 

and/or spatial distribution. The framework also accounts for 

macro-micro communication, which is realized via X2-

interface and using standard-compliant signaling only, and its 

computational burden is independent of the number of UEs, 

their traffic, and the system bandwidth.  

Finally, we evaluated our scheme by means of system-level 

simulations, comparing it against a legacy system with no 

ABS support, and a dynamic scheme taken from the literature. 

We showed that our framework consumes significantly less 

power at low loads, and preserves QoS as the system ap-

proaches saturation by dynamically adapting to different user 

deployments. Moreover, running autonomous instances of our 

scheme at macro nodes yields benefits in terms of consumed 

power and UE channel quality (both macro and micro). 
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