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Abstract

In this paper, we propose an evolutionary model of oligopoly competition where agents can select between different behavioral rules to make decisions on productions. We formalize the model as a general class of evolutionary oligopoly games and then we consider an example with two specific rules, namely Local Monopolistic Approximation and Gradient dynamics. We provide several results on the global dynamic properties of the model, showing that in some cases the attractor of the system may belong to an invariant plane where only one behavioral rule is adopted (monomorphic state). The attractors on the invariant planes can be either strong attractors or weak attractors. However, we also explain why the system can be in a state of Evolutionary Stable Heterogeneity, where it is more profitable for the agents to employ both heuristics in the long term (polymorphic state).
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1. Introduction

It is well known that the solution concept adopted in oligopoly theory is the Cournot-Nash equilibrium. In particular, the Cournot equilibrium, proposed by Cournot in 1838, is the first example of Nash equilibrium, which is a concept elaborated by Nash in 1950 for general $N$-person games. When all agents are in such an equilibrium, no unilateral deviation by a single agent is profitable and therefore no one has an incentive to deviate from that state. However, the possibility to reach the Nash equilibrium is not an obvious achievement. In real-world situations, firms are complex organizations that elaborate particular ‘behavioral rules’ to make their decisions regarding quantities to produce, prices, R&D activities, business strategies, advertisement, etc. If ‘better’ rules are currently available, it seems reasonable that the firm’s management would update the previous adopted rules in order to improve the overall ‘performance’ of the firm.

In the economic literature, several studies have been proposed to fill the gap between the theory of oligopoly and a more realistic description of competition. As for this aspect, \textsuperscript{1} presents an interesting example with a Cournot duopoly where ex-ante identical firms can employ different behavioral rules to set the quantities to produce. The economic structure of the underlying game is particularly simple, with homogeneous goods, linear demand and quadratic production costs. The fitness of each behavioral rule at each time period is assessed by considering average payoffs obtained by pairs of firms that are randomly matched to play the game. An evolutionary mechanism based on average profits regulates the distribution of the various rules over time. \textsuperscript{1} concentrates on the comparison between a cheap ‘Best Reply’ rule and a costly ‘Nash’ rule and shows that endogenous fluctuations and complicated dynamics may arise, mainly due to the dominance of Best Reply behavior in a neighborhood of the Nash equilibrium because of information
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costs. Also [2] presents a similar setup with linear demand and linear production costs but with random matching of $N$ firms at a time. On the basis of past performance, these firms decide to switch between costly rational and cheap boundedly-rational expectation rules on aggregate output of their rivals. In this framework, [2] finds that the classic Theocharis’ result [3] on the instability of the Nash equilibrium with more than three firms is also confirmed qualitatively in an evolutionary setting.

In this paper, we firstly propose a general framework for dealing with evolutionary oligopoly models with different behavioral rules and show some general properties of such models. Afterwards, we examine a particular example with two behavioral rules proposed in the oligopoly literature to model agents with boundedly rational expectations in forecasting next period outputs. One rule is the so-called Local Monopolistic Approximation (LMA), which was first proposed in [4] to model a dynamic oligopoly where demand is not known by firms but estimated at each time period through market experiments, see also [5]. [4] shows that the dynamics generated through LMA behavior converges to a Nash equilibrium also in cases where the classic Best Reply dynamics fail to converge to it. The second rule is the Gradient (G) dynamics, which was first proposed in [6] to model the behavior of boundedly rational duopolists who decide their production in order to improve their profits over time. [6] shows under which conditions this adjustment preserves the convergence to the Nash equilibrium of the game and the possible asymptotic dynamics of the system. The main feature of firms’ behavioral rules considered in this paper is that they do not require ‘global’ information on the demand function, even though they need ‘some’ information about it. It follows that in this evolutionary game firms adopt less cognitively demanding heuristics than in the most related contributions, such as [1], [2] and [7], where at least one behavioral rule employs global knowledge of the demand function.

A Cournot oligopoly game populated by firms that adopt rules based on limited knowledge of the demand function is of interest from an economic prospective, as demand function may often be difficult to be estimated, as pointed out in early contributions on learning of the demand function, see, e.g., [8] and [9], as well as in recent contributions, see, e.g., [4] and [5]. As evidence of this, it is worthwhile pointing out that an oligopoly game with heuristics analogous to the one here considered has been proposed in [10] under Bertrand competition and nonlinear demand. In that paper, some firms use Least Square Learning, wrongly assuming that demand is linear and does not depend on competitors’ prices (analogously to LMA firms), and other firms use Gradient learning (in prices). Nevertheless, in both contributions the possibility to converge to a stable equilibrium depends on the parameters configuration and the presence of heterogeneous learning mechanisms may lead to non stationary dynamics.

In the proposed evolutionary oligopoly, an information cost can be associated to each behavioral rule, similarly to [1] and [2]. Differently from these papers, however, it is important to underline that in the model here considered, rules can not be ranked according to their ‘degree’ of rationality or to the amount of information required. Different rules are just different ways to decide production plans over time. With this in mind, different information costs in this model can be also interpreted as a bias for selecting one particular strategy over the other, as specified more precisely below. We assume a simple economic setup, with homogeneous goods and linear production costs. The selling price is obtained through isoelastic demand, widely used in these kinds of models. Moreover, an endogenous switching of behavioral rules (replicator equation) takes place according to the performance of each rule.

With respect to the dynamic properties, we detect that if the Nash equilibrium of the game is stable under any considered behavioral rule, then the asymptotic behavior of the model is very simple. In general, the cheapest behavioral rule will prevail and all agents will end up producing the Nash equilibrium quantity. In this case, the standard results of oligopoly theory are retrieved by the evolutionary model. However, intriguing questions - from an economic as well as mathematical point of view - arise when the Nash equilibrium is unstable at least under one behavioral rule. In these cases, the principal points of investigation are the following:

- What is the most likely short-run and asymptotic production of the industry when firms employ different behavioral rules but fail to converge to a Nash equilibrium?

1Often heterogeneity among players is exogenously assumed in the model. For instance, [11] considers an heterogeneous duopoly with a firm employing Local Monopolistic Approximation versus a firm employing Gradient dynamics with nonlinear demand. However, differently from this paper, [11] assumes that each firm can not change the adopted behavioral rule over time.
• What is the long term distribution of the behavioral rules in the population of firms? Can behavioral heterogeneity arise endogenously as a result of interaction among identical firms switching between different heuristics?

• What is the effect of different information costs of behavioral rules on the asymptotic dynamics of the system (or, equivalently, of the presence of a bias in the population towards a particular behavioral rule)?

In this paper, we try to shed some lights on the previous questions. In doing so, we propose a standard method to analyze this family of evolutionary models, that includes the case of competition between LMA and Best Reply rules in [7] as a special case. With this respect, we are mainly interested in the dynamic scenarios that open up when instability of the Nash equilibrium occurs. Moreover, the particular example of evolutionary selection of behavioral rules analyzed herein (G and LMA rules) extends the stream of investigation started in [7] to the case of behavioral rules for which there is no clear hierarchy between them in terms of degree of required information. Before addressing the complete evolutionary model, we study some important benchmark cases with fixed fractions of agents employing the behavioral rules. Among the possible cases, two benchmarks here are particularly important: 1) the model with all LMA-players and 2) the analogous case with all G-players. In these cases, the dynamics on the two planes (all LMA or all G) is described by two triangular maps, for which we can obtain analytically important properties on the global dynamics, such as measuring the basin of attraction of the Nash equilibrium in these planes. With respect to these benchmarks, when all firms adopt the LMA rule, the Nash equilibrium becomes unstable when the number of firms is sufficiently high and a stable attractor different from the Nash equilibrium may exist. On the contrary, when all firms adopt the G rule the Nash equilibrium can be stable (depending on the parameters configuration) or, when it is unstable, the oligopoly becomes infeasible.

The global analysis of the dynamics reveals that the main differences between [7] and this paper are due to the differences between the G rule and the Best Reply rule. Specifically, the Best Reply rule has stability properties that are analogous to those of the LMA rule, i.e. instability of the Nash equilibrium occurs if the number of firms is sufficiently high. In the light of this, [7] shows that when the Best Reply rule is more expensive than the LMA rule, then it can become evolutionary dominant (all agents adopt it) only when the Nash equilibrium becomes unstable. On the contrary, here we show that when the G rule is more expensive than the LMA rule, it is never evolutionary dominant. Moreover, even if it is the cheapest rule, it dominates only when the Nash equilibrium is stable.

The analysis on invariant planes, where only one strategy is played by firms, is particularly important for understanding the complete evolutionary model, since these two planes are invariant for the model under replicator dynamics. Thus, an attractor on these planes could also be an attractor for the complete model with evolutionary switching of rules. When this happens, the population is in a monomorphic state, as all agents employ the same heuristic. Here it is meaningful to study whether this indeed happens once evolutionary pressure is introduced. In fact, if in the population only one behavioral rule is available, it is obvious that all agents must use that rule. However, we want to study whether the introduction of an alternative rule (a mutation) spreads over the population or not. From a mathematical point of view, this analysis can be carried out by studying under which conditions an attractor on an invariant plane is also an attractor for the evolutionary model. This consists in an analysis of the transverse stability of the attractors on invariant planes.

In addition, we show that attractors outside these invariant planes can exist and how they are generated through particular codimension-two bifurcations. These attractors are particularly important from an economic point of view, since they provide evidence that it might be profitable for agents to behave differently than similarly. So, not only can behavioral heterogeneity endogenously arise through competition, but it can also be the result of the long-run interaction between agents. We call this phenomenon Evolutionary Stable Heterogeneity, since evolutionary pressure selects the best behaviors and it turns out that the presence of both behavioral rules may guarantee, in the long run, an improvement of aggregate welfare to producers, measured by producer surplus. In other words, in some cases it might be more profitable for the firms to be heterogeneous, and employ different heuristics, than to be homogeneous. As a consequence, polymorphisms in the population emerges in the adoption of behavioral rules.

The paper is organized as follows. Section 2 introduces the problem and provides some general properties of the evolutionary oligopoly model. Section 3 illustrates the specific example considered in this paper,
which is the competition between the Local Monopolistic Approximation rule and the Gradient rule. We first address the non-evolutionary version of the model and obtain some useful results on global dynamics that are important in the last part of the paper. Then we study the evolutionary model and provide some results on transverse stability of attractors located on invariant planes. Finally, we describe the emergence of inner attractors, where agents’ behavioral heterogeneity arises endogenously through evolutionary pressure. Section 4 concludes.

2. The general model

Let us consider an oligopoly market with \( N \) ex-ante identical firms that produce homogeneous goods. We assume that the set of strategies is a nonempty compact and convex set of \( \mathbb{R}^N \) and each firm’s profit is concave in its own strategy\(^2\). These assumptions guarantee that a Nash equilibrium exists, see [12]. The inverse demand function, which specifies the selling price \( p(t) \) as a function of produced quantities, is unknown by the agents. For this reason, firms conceive different behavioral rules for setting their next period productions. For the sake of the argument, let us consider that only two different behavioral rules are available and denote by \( x_i(t) \) the production at time \( t \) by a generic firm adopting rule \( i = 1, 2 \).\(^3\) All firms employ the same technology and bear the same production cost \( C(x) \).

Behavioral rule \( i \) entails a fixed ‘information’ cost \( K_i \geq 0 \). At time \( t \), the first behavioral rule is distributed with frequency \( r(t) \in [0, 1] \) among the firms and, obviously, the second rule with complementary frequency \( 1 - r(t) \).

A behavioral rule can be defined as a rule that specifies next period production \( x_i(t + 1) \) as a function of the current quantities\(^4\) \( x_j(t) \), \( i, j = 1, 2 \), as well as of the frequency \( r(t) \), i.e.\(^5\)

\[
x_i(t + 1) = H_i(x_1(t), x_2(t), r(t)); \quad i = 1, 2
\]  

(1)

In the following, we consider behavioral rules that are stationary at any symmetric Nash equilibrium of the underlying game. More precisely, we assume that if the industry is at a Nash equilibrium, each behavioral rule prescribes to stay at that equilibrium, regardless of the distribution \( r(t) \). By assumption, Nash equilibria of the game always exist. In particular, since agents are homogeneous, a symmetric Nash equilibrium exists, which is characterized by the same production by all agents, i.e. \( x^*_1 = x^*_2 = x^* \).\(^6\) The stationary property at a symmetric equilibrium can be thus expressed as

\[
x^* = H_i(x^*, x^*, r); \quad i = 1, 2
\]  

(2)

Stated differently, a symmetric Nash equilibrium is a fixed point of the two-dimensional map \( \mathbb{1} \) for any \( r \in [0, 1] \).

Now consider the profit obtained by employing behavioral rule \( i \):

\[
\pi_i(t) = [p(t) - C(t)] x_i(t) - K_i
\]  

(3)

and assume that firms can observe this quantity and switch, from period to period, to the more profitable behavioral rule, thus modifying the next-period distribution of behavioral rules. In the following, we adopt

\(^2\)In particular, the case with isoelastic demand and linear costs, which is developed in the next Section, satisfies these assumptions.

\(^3\)In the general setup, it is easy to generalize to \( M \) different behavioral rules. However, we present the idea with only two different rules, as in the second part of this paper such an example is developed. Another example with two rules is proposed in [7].

\(^4\)In general, a behavioral rule can also incorporate older information through a ‘memory’ term, see [7] for details. However, we do not consider this issue in this paper.

\(^5\)Notice that in principle a behavioral rule \( H_i \) should have \( N + 1 \) arguments, i.e. the quantities by the \( N \) oligopolists and the fraction \( r \). However, if agents that employ the same behavioral rule set the same quantities then each behavioral rule only depends on quantities of representative agents of the different groups. This reflects in the notation, with a slight abuse of it.

\(^6\)This class of behavioral rules includes as a particular case the so called unbiased rules, see, e.g., [1], which are characterized for having the symmetric Nash equilibrium \( x^* \) as their unique equilibrium quantity.
the exponential replicator model, which was firstly proposed by [13] (see also [14] and [15] and [16] for an application in oligopoly theory), which assumes the form

\[ r(t+1) = \frac{r(t) e^{\beta \pi_1(t)}}{r(t) e^{\beta \pi_1(t)} + [1 - r(t)] e^{\beta \pi_2(t)}} \]

In [4] \( \beta \geq 0 \) is the intensity of choice, which measures how sensitive the players are at selecting profit-increasing behavioral rules. The minimum value \( \beta = 0 \) corresponds to the case with fixed fractions, being \( r(t+1) = r(t) = r \). The other extreme case, \( \beta = \infty \), corresponds to a situation where all firms immediately switch to the behavioral rule showing a (even negligible) better performance, i.e. \( r(t) \to 1 \) if \( \pi_1(t) > \pi_2(t) \) and \( r(t) \to 0 \) if \( \pi_1(t) < \pi_2(t) \).

Coupling the behavioral rules in [1], which specify quantity dynamics, with the evolutionary dynamics in [4], a three-dimensional map \( T \) is defined in the phase space \( (x, y, r) \in A \subseteq \mathbb{R}_+^2 \times [0, 1] \), where \( \mathbb{R}_+ = [0, +\infty) \).

The choice of a specific evolutionary model, namely the exponential replicator, originates from its interesting properties. First of all, the strictly monotone transformation \( \pi_i(t) \to e^{\pi_i(t)} \) guarantees that the fractions obtained through (4) are always contained in the interval \([0, 1]\) even when \( \pi_i(t) < 0 \). Another important property of (4) concerns the role of invariant planes \( r = 0 \) and \( r = 1 \), where only one pure strategy is employed (\( H_2 \) or \( H_1 \) respectively). On these planes, the dynamics are governed by the two-dimensional restrictions of \( T \) on them. From an economic point of view, this fact has the obvious interpretation that absent behaviors remain absent. However, the introduction of a mutation in agents' behavior may spread over the population or may be reabsorbed. This phenomenon can be ascertained through the study of transverse stability of the attractors on the invariant planes. In general, an attractor on one of these two-dimensional restrictions of the phase space may be transversely stable, so that it attracts trajectories starting outside the restriction, i.e. from \( r(0) \in (0, 1) \); in this case, the attractor on the restriction is also an attractor of the three-dimensional map \( T \). Otherwise, the attractor on the restriction is transversely unstable, so that it might not be reached by trajectories coming from inside the phase space, but only with initial conditions \( r(0) = 0 \) or \( r(0) = 1 \).

From (2), it follows that if productions are at a symmetric Nash equilibrium level \( x^* \) and \( r = 0 \), \( r = 1 \) or \( r^* \in (0, 1) \) such that \( \pi_1 = \pi_2 \), then the points \( E_0 = (x^*, x^*, 0) \), \( E_1 = (x^*, x^*, 1) \) or \( E = (x^*, x^*, r^*) \) are equilibria for the three-dimensional map \( T \). In addition, when the Nash equilibrium is stable with respect to the quantity adjustments (4) only, then it is easy to characterize the asymptotic behavior of the evolutionary map \( T \). In fact, regardless of the specific behavioral rules considered, the following stability properties hold:

**Proposition 1.** Consider the dynamical system \( T \) defined by (1) and (4) with \( \beta > 0 \) and assume that the symmetric Nash equilibrium of quantity dynamics under constant \( r \) is locally asymptotically stable \( \forall r \in [0, 1] \), \( (\forall r \in [0, 1] \ (x^*, x^*) ) \) is a locally asymptotically stable fixed point of the two-dimensional map (4) with \( r(t) = r \).

The following hold:

- If \( K_1 = K_2 \), then a continuum of equilibrium points \( E_* \) exists along the segment \( E = (x^*, x^*, r) \), with \( r \in [0, 1] \). Each fixed point filling this invariant segment is stable.

- If \( K_1 \neq K_2 \), then the segment \( E = \{(x^*, x^*, r) \in \mathbb{R}_+^2 \times [0, 1]\} \), is invariant for \( T \) and only the two extreme points of the segment \( E \) are equilibria, namely

  \[ E_0 = (x^*, x^*, 0) \quad \text{and} \quad E_1 = (x^*, x^*, 1) \]

  in which all agents adopt the same behavioral rule, which is \( H_2 \) or \( H_1 \) respectively. When \( K_1 < K_2 \) \( [K_1 > K_2] \) equilibrium \( E_1 \) \( E_0 \) is locally asymptotically stable, whereas \( E_0 \) \( E_1 \) is unstable.

**Proof.** Assume that firms of either type produce the Nash equilibrium quantity \( x^* \). Then, for any \( r \in [0, 1] \), the difference in their profits is given by the information costs, \( \pi_1 - \pi_2 = K_2 - K_1 \) (see [3]). Therefore, if fixed information costs are equal, i.e. \( K_1 = K_2 \), the replicator equation in (4) reduces to \( r(t+1) = r(t) \) so that any point of the form \( E = (x^*, x^*, r) \), \( r \in [0, 1] \), is a fixed point for map \( T \).

Instead, if \( K_1 \neq K_2 \), then at any point of \( E \), it is \( \pi_2 \neq \pi_1 \), so that the stationary condition can be satisfied only at the boundary points \( E_0 = (x^*, x^*, 0) \), and \( E_1 = (x^*, x^*, 1) \), with all agents employing the same behavioral rule.
Stability analysis of equilibria can be studied through the Jacobian matrix, which assumes the following form

\[
J(x^*, y^*, r) = \begin{pmatrix}
\frac{\partial H_1(x^*, y^*, r)}{\partial x_1} & \frac{\partial H_1(x^*, y^*, r)}{\partial x_2} & 0 \\
\frac{\partial H_2(x^*, y^*, r)}{\partial x_1} & \frac{\partial H_2(x^*, y^*, r)}{\partial x_2} & 0 \\
0 & 0 & e^{\beta (\pi_1 + \pi_2)}
\end{pmatrix}
\]

From (2), the entries \( J_{13} \) and \( J_{23} \) of the Jacobian matrix are equal to zero, and the characteristic equation becomes \( P(z) = \left( \frac{e^{\beta (\pi_1 + \pi_2)}}{(r-1)e^{\pi_2} - re^{\pi_1}} - z \right) P_2(z) \), where \( P_2(z) \) is the characteristic equation of the two-dimensional model (1), whose roots are in modulus less than one by the assumption of stability of the Nash equilibrium with respect to quantity dynamics. Thus, when \( \pi_1 = \pi_2 \), which occurs when \( K_1 = K_2 \), \( z_3 = 1 \) is an eigenvalue of \( J(x^*, y^*, r) \), and any point of the form \( E = (x^*, x^*, r) \) is a stable equilibrium.

If \( K_1 < K_2 \), it is \( T(E) \subset E \) by the assumption that \( \llbracket \) is stationary at a symmetric Nash equilibrium. Thus, \( E \) is invariant for \( T \). At \( r = 0 \), the third eigenvalue is \( z_3 = \frac{e^{\beta (\pi_1 + \pi_2)}}{(r-1)e^{\pi_2} - re^{\pi_1}} = e^{\beta (K_2 - K_1)} \in (1, +\infty) \), whereas at \( r = 1 \) the third eigenvalue is \( z_3 = e^{\beta (K_1 - K_2)} \in (0, 1) \), thus proving the statement. The eigenvector associated to the third eigenvalue is clearly \((0, 0, 1)\). The case \( K_2 < K_1 \) is analogous and left to the reader.

QED

The conditions under which the symmetric Nash equilibrium is stable can be violated and some attractors can be created through bifurcations, as stated in the following corollary:

**Corollary 2.** Consider the dynamical system \( T \) defined by (1) and (4) with \( \beta > 0 \). When the conditions for local asymptotic stability of the Nash equilibrium \((x^*, x^*)\) are broken in (1) with \( r(t) = r^* \), the following cases occur:

- If \( K_1 = K_2 \), an attractor can appear in \( \mathbb{R}_+ \times \mathbb{R}_+ \times [0, 1] \) (or in \( \mathbb{R}_+ \times \mathbb{R}_+ \times (0, 1) \) if \( r^* \neq 0, 1 \)) through a bifurcation of codimension 1, 2 or 3.

- If \( K_1 \neq K_2 \), \( r^* = 1 \) and \( K_1 < K_2 \), \( r^* = 0 \) and \( K_1 > K_2 \), then equilibrium \( E_1 \) \([E_0]\) undergoes a bifurcation and an attractor appears in the invariant subspace \( r = 1 \) \([r = 0]\), whereas \( E_0 \) \([E_1]\) remains unstable.

**Proof.** The first part of the corollary follows observing that two of the roots of the characteristic polynomial associated to the Jacobian matrix of dynamical system \( T \) (defined by (1) and (4) with \( \beta > 0 \)) computed at the fixed point \( E = (x^*, x^*, r^*) \), coincide with the two roots of the characteristic polynomial of the Jacobian matrix of system (1) computed at the fixed point \( (x^*, x^*) \) with \( r(t) = r^* \).

The second part of the corollary follows by noting that the dynamics on the invariant plane \( r = 1 \) (or \( r = 0 \)) of the dynamical system \( T \) is equal to the one of system (1) with \( r(t) = 1 \) (or \( r(t) = 0 \)). QED

3. An example with specific behavioral rules

In this Section, we develop the model described above in its general form. We consider as specific behavioral rules the Local Monopolistic Approximations (LMA) and the Gradient (G) rules, proposed, respectively, in (1) and (4).

Let us consider an oligopoly with \( N \geq 2 \) firms that produce homogeneous goods with linear cost of the form

\[
C_i = c \cdot q_i + K_i
\]
where \( q_i \) is the quantity produced by firm \( i \), \( i = 1, \ldots, N \), \( c > 0 \) denotes the marginal cost (equal for all firms) and \( K_i \geq 0 \) represents an information cost. This latter term depends on firm’s \( i \) behavioral rule for setting next-period production, as specified below. Market price is a function of the overall quantity in the market. We assume that this price is determined through an isoelastic demand function, with constant elasticity equal to one:

\[
p = f(Q) = \frac{1}{Q}
\]  

(6)

where \( Q = \sum_{i=1}^{N} q_i \) is the total industry output. In the following we focus on dynamics such that \( Q > 0 \). The case \( Q = 0 \) is defined as infeasibility of the oligopoly.

Firms can adopt different behavioral rules to decide their production quantities, which occur at discrete time periods \( t \in \mathbb{N} \). In particular, we consider the interaction between Gradient (G-)players and Local Monopolistic Approximation (LMA-)players.

At a given time \( t \), the fraction of G-players is denoted by \( r(t) \in [0, 1] \), with the complementary fraction \( 1-r(t) \) employing the LMA rule.\(^8\) In the following, the output at time \( t \) of a representative G and LMA-firm are denoted, respectively, by \( x(t) \) and \( y(t) \).

At time \( t \), the \( i \)-th representative G-firm sets production in the direction that maximizes its expected profits for time \( t+1 \). To be more specific, consider the current profits of a representative G-firm:

\[
\pi_G(x(t),Q_{-1}(t)) = \left[ \frac{1}{x(t) + Q_{-1}(t)} - c \right] x(t) - K_G
\]  

(7)

where \( Q_{-1}(t) \) is the current production for the rest of the industry. The term \( K_G \geq 0 \) in (7) represents a fixed ‘information’ cost associated to G behavior. The behavioral rule adopted by a G-firm consists on setting its next period quantity as follows

\[
x(t+1) = \max \left[ 0, x(t) + \lambda x(t) \frac{\partial \pi_G}{\partial x(t)} \right] = \max \left[ 0, x(t) + \lambda x(t) \left( \frac{Q_{-1}(t)}{(x(t) + Q_{-1}(t))^2} - c \right) \right]
\]  

(8)

(9)

where \( \lambda \geq 0 \) is the speed of adjustment (equal for all G-players).

By defining \( Q_{-1}(t) \) as:

\[
Q_{-1}(t) = (N-1) \{ r(t) x(t) + [1-r(t)] y(t) \}
\]  

(10)

\footnote{This particular demand function is widely employed in the literature, see, e.g., \(17, 18, 19, 20, 21 \) and \(22 \). In particular, isoelastic demand is obtained when a representative consumer maximizes a log-linear (or Cobb-Douglas) utility function, see \(21 \) for details.}

\footnote{Note that for \( Q = 0 \) the demand function is undefined and therefore the oligopoly is infeasible. An alternative would be to impose that the demand function is equal to a finite amount for \( Q = 0 \). In this case, \( Q = 0 \) represents a stable fixed point for the game and the set of trajectories that are now infeasible would converge to such a fixed point. Nevertheless, the economic interpretation of the results would not change as in either cases \( Q = 0 \) represents the infeasibility (or unprofitability) of the oligopoly.}

\footnote{It is worth pointing out that the adoption of replicator dynamics, in whatever form, implies a random matching, see, e.g., \(23 \). Then, \( r(t) \) must be interpreted as the probability to meet a G-player, or, better, the frequency of G-players. Nevertheless, with an abuse of language, we call \( r(t) \) the fraction of G-players.}

\footnote{According to the setup here adopted, modeling both G and LMA heuristics requires to know the realized level of production. Indeed, G-firms observe their profits, which are here expressed as a function of the total level of production of the industry. At the same time, LMA-firms observe the current price, which is again expressed as a function of the realized level of production of the industry. However, this modeling setup does not provide the exact level of production of the industry but only its expected value. Thus, for modeling purposes we considered the last one as a proxy for the first one. See also \(11 \) and \(17 \) for the same assumption. This modeling choice implies that G-firms estimate the derivative of their own profits computed at the expected level of production (instead of estimating the derivative of their own realized profits) and LMA-firms approximate the inverse demand function in a neighbourhood of the expected level of production (instead of approximating the inverse demand function in a neighbourhood of the realized production). However, the expected level of production should be an acceptable proxy for the realized one, at least for a sufficiently high number of players. It is also worth pointing out that in the classical approach of decision theory (see \(2 \) for a similar setup) firms select the Best Reply dynamics maximizing expected profits instead of profits of expected productions. That approach, however, would require to assume (contrary to what we do here) that firms have global knowledge of the demand function. See also \(24 \) for a brief discussion about the issue of discreteness of the space of firms in oligopoly models.}
we can rewrite \((8)\) as follows

\[
x(t + 1) = \max \left[ 0, x(t) + \lambda x(t) \left( \frac{(N - 1) \left[ r(t) x(t) + (1 - r(t)) y(t) \right]}{\left( x(t) ( (N - 1) r + 1) + y(t) ((N - 1) (1 - r)) \right)^2} - c \right] \right]
\]  

(11)

Now we briefly describe the LMA rule. A representative LMA-agent sets \(y(t + 1)\), its production for time \(t + 1\), in order to maximize its expected profits at time \(t + 1\)

\[
\max_{y(t + 1) \geq 0} \left[ \bar{p}(t + 1) - c \right] y(t + 1) - K_L
\]

(12)

where \(K_L \geq 0\) is a fixed information cost for LMA-players.

The expected price \(\bar{p}(t + 1)\) in (12) is assessed through the following calculation (see [4] for details)

\[
\bar{p}(t + 1) = p(t) + f' \left( Q_{-1}^c(t + 1) \right) [y(t + 1) - y(t)]
\]

(13)

where \(p(t)\) and \(f(Q)\) are given in \([6]\). The expected quantity \(Q_{-1}^c(t + 1)\) is approximated by current production

\[
Q_{-1}^c(t + 1) = Q_{-1}(t)
\]

(14)

which is given in \((10)\). In other words, LMA-players adopt a linear estimation for future price, where the slope of demand is correctly assessed and the increments in quantities disregard the production by the other competitors (from which the name Local Monopolistic Approximation). This is equivalent to say that an LMA-firm assumes that all other firms will produce at time \(t + 1\) the same quantity produced at time \(t\) (as assumed in the well-known Best Reply adjustment, see [18]).

Through rule \((8)\) or maximizing \((12)\), a firm adopts, respectively, a G or a LMA behavior to determine its production plan for time \(t + 1\). By symmetry, at each time \(t\), all agents with the same behavioral rule (G or LMA) produce the same quantity.

Notice that LMA and G-agents do not know the form of the demand function \([6]\) nor they need to form expectations on rivals’ future outputs when deciding their own production. However, they employ different informational and behavioral assumptions to determine their future productions. The generic LMA-firm: it

- is able to locally estimate \(\frac{\partial f(Q)}{\partial y}\), the partial derivative of \([6]\) with respect to its own production at the present industry output level;
- is able to solve a quadratic optimization problem, which involves solving a linear equation when costs are linear (as in this paper) or quadratic.

With respect to the generic G-firm: it

- is able to locally estimate \(\frac{\partial \pi}{\partial Q}\), the partial derivative of its profits \([7]\) with respect to its own production at the present industry output level;
- does not solve any optimization problem, but sets quantities in the direction (increment or reduction) such that its expected profit increases.

All in all, by coupling the dynamics of quantities by G and LMA-agents with an exponential replicator for the evolution of the fraction of G-players, the following three dimensional map \(T: A \rightarrow A\) is obtained, where \(A = (\mathbb{R}_+^2 \setminus \bigcup_{n=0}^{+\infty} T^{n-} (0, 0, r) \cup_{n=0}^{+\infty} T^{-n} (0, y, 1) \cup_{n=0}^{+\infty} T^{n} (x, 0, 0)) \times [0, 1])\.

\[
T:\begin{cases}
x(t + 1) = \max \left\{ 0, x(t) + \lambda x(t) \left( \frac{Q_{-1}(t)}{x(t) + Q_{-1}(t)} - c \right) \right\} \\
y(t + 1) = \max \left\{ 0, (1 - \alpha) y(t) + \frac{\alpha}{2} y(t) + \frac{N}{N-1} Q_{-1}(t) \left( 1 - e^{-N Q_{-1}(t)} \right) \right\} \\
r(t + 1) = \frac{r(t) e^{\alpha G(t)}}{r(t) e^{\alpha G(t)} + (1 - r(t)) e^{\alpha LMA(t)}}
\end{cases}
\]

(15)

\[\text{Observe that map } T \text{ is undefined in the points } (x, y, r) \text{ that are mapped in } n \text{ iterations in the focal point } (0, 0, r) \text{ because of the first component of } T. \text{ The same holds also for the other focal point (of second type) of } T \text{ given by } (0, y, 1). \text{ The set } \cup_{n=0}^{+\infty} T^{n-} (x, 0, 0) \text{ is not included as } (x, 0, 0) \text{ is a point of infeasibility of the oligopoly. See [25] for details.}\]

For both kinds of agents:

$$Q_T = \pi_{LMA} = p(t) y(t) - (cy(t) + K_L) = \left(\frac{N-1}{NQ_{-1}(t)} - c\right) y(t) - K_L$$

The max operator in (15) imposes nonnegativity of productions whenever a behavioral rule returns a negative quantity, so that the firm simply decides not to produce for the next time period. Differently, region $\mathbb{R}_+^2 \setminus A$, where map $T$ is not defined, refers to cases of infeasibility of the oligopoly, which occurs, as previously recalled, since the demand function (6) is not defined for $Q(t) = 0$. The parameters $\alpha$ and $\lambda$ in (15) represent speeds of adjustment for LMA and G-players (see [18] for details).

Summing up, model (15) depends on the following parameters:

- $N \in [2, +\infty) \cap \mathbb{N}$ (number of agents);
- $\alpha \in (0, 1]$ and $\lambda \in (0, +\infty)$ (speed of adjustment of LMA and G-agents respectively);
- $\beta \in [0, +\infty)$ (marginal production costs);
- $K_G \in [0, +\infty)$ (information cost for G-agents);
- $K_L \in [0, +\infty)$ (information cost for LMA-agents);
- $\beta \in (0, +\infty)$ (intensity of choice in the evolutionary process).

Before addressing the complete model (15), we study a simplified version of it where evolutionary pressure is disregarded. The obtained results are then useful for understanding (15).

3.1. A useful benchmark case

Here we study (15) in the case $\beta = 0$. This is equivalent to assume that the fraction of G-players (and consequently of LMA-players) is exogenously fixed, i.e. $r(t+1) = r(t) = r$. This benchmark case provides interesting insights on the complete model (15). With $\beta = 0$, (15) reduces to a two dimensional map $T_2 : A_2 \rightarrow A_2$ where $A_2 = \mathbb{R}_+^2 \setminus \cup_{n=0}^{+\infty} T_2^{-n} (0,0)$.

$$T_2 : \begin{cases} x(t+1) = \max \left\{0, x(t) + \lambda x(t) \left(\frac{Q_{-1}(t)}{x(t) + Q_{-1}(t) \lambda - c}\right)\right\} \\ y(t+1) = \max \left\{0, (1-\alpha) y(t) + \frac{\alpha}{2} \left( y(t) + \frac{N}{N-1} Q_{-1}(t) \left(1 - c \frac{N}{N-1} Q_{-1}(t)\right)\right)\right\} \end{cases} \quad (17)$$

where $Q_{-1}(t) = (N-1) \{rx(t) + (1-r) y(t)\}$, see also [10].

Observe that the game with all G or all LMA-players has the same (Cournot-)Nash equilibrium, as proved in [6] and [4]. Therefore the (unique) Nash equilibrium $E_\ast = (x_\ast, y_\ast)$ is characterized by the same quantity for both kinds of agents:

$$x_\ast = y_\ast = \frac{N-1}{cN^2} \quad (18)$$

In addition, $E_\ast$ is a fixed point of (17). The following proposition sums up the stability properties of (17).

**Proposition 3.** Consider the dynamical system $T_2$ in (17) and its non-trivial equilibrium $E_\ast$ in (18).

- If $r = 0$ (all LMA-players), then $E_\ast$ is a stable node provided that $2 \leq N < 1 + \frac{\lambda}{\alpha}$ and $\lambda < \frac{N}{c}$:
  1. $E_\ast$ loses stability through a period doubling bifurcation at $\lambda = \frac{N}{c}$ with $2 \leq N < 1 + \frac{\lambda}{\alpha}$. The 2-cycle that appears belongs to the subspace $y = y_\ast$;

---

\footnote{It is worth noting that for the case $r = 1$ it is $T_2 : A_2 \rightarrow A_2$ where $A_2 = \mathbb{R}_+^2 \setminus \cup_{n=0}^{+\infty} T_2^{-n} (0,0)$, while for the case $r = 0$ it is $T_2 : A_2 \rightarrow A_2$ where $A_2 = \mathbb{R}_+^2 \setminus \cup_{n=0}^{+\infty} T_2^{-n} (x,0)$.

\footnote{The first bullet point of Proposition 3 has already been proven in [7].}
2. $E_*$ loses stability through a period doubling bifurcation at $N = \max \{2, 1 + \frac{1}{c}\}$ with $\lambda < \frac{N_1}{c}$. The 2-cycle that appears belongs to $\mathbb{R}^2_+$. 

3. At $N = \max \{2, 1 + \frac{1}{c}\}$ and $\lambda = \frac{N_1}{c}$, both eigenvalues of the Jacobian matrix of \[17\] calculated at $E_*$ are on the unit circle.

- if $r = 1$ (all G-players), then $E_*$ is a stable node for all $N \geq 0$ provided that $\lambda < \frac{2}{c}$; for $\lambda > \frac{2}{c}$ the map is eventually defined only on $E_*$; any other initial condition will lead the map to the focal point $(0, 0)$;

- if $0 < r < 1$ (mixed population state) and

$$2 \leq N < N_b = \frac{5 - 2r}{1 - r}$$

then $E_*$ is a stable node provided that the following condition holds:

$$\lambda < \lambda^* (\alpha) = \frac{2N(\alpha (1 - 2r - N (1 - r)) + 4)}{c(r (\alpha + 4) (N - 2) - 2\alpha (N - 1) + 8)} \quad (20)$$

- if $0 < r < 1$ (mixed population state) and $N > N_b$, then $E_*$ is a stable node provided that condition \[20\] holds with the following additional condition:

$$\alpha < \alpha^* = \frac{4}{N (1 - r) + 2r - 1} \quad (21)$$

- For $\lambda^* (\alpha) > 0$ and $\alpha < \alpha^*$, $E_*$ loses stability at $\lambda = \lambda^* (\alpha)$ through a period-doubling bifurcation.

- For $r \neq 1$, the map $T_2$ has the additional equilibrium $E_{x=0} = \left(0, \frac{N - 1 - N_1 r}{c N^2 (1 - r)^2}\right)$. If $E_{x=0}$ is asymptotically stable, then it must be that $\alpha < \frac{4}{N(1 - r) - 1}$.

**Proof.** Consider the Jacobian matrix of \[17\] computed at equilibrium \[18\], which is given by

$$J (E_*) = \begin{pmatrix}
\frac{N - \alpha (2 + (N - 2)r)}{c r N^2 (1 - r)^2} & -\frac{c (N - 2)(1 - r)}{N (1 - r)} \\
\frac{-c (N - 2)(1 - r) N}{2} & \frac{1}{2} \left((1 - N (1 - r) - 2r) \alpha + 2\right)
\end{pmatrix} \quad (22)$$

For $r = 0$ and $r = 1$, the result follows immediately because $J (E_*)$ becomes a triangular matrix. For the stability of the equilibrium $E_*$ when $0 < r < 1$, it is required that the following system of inequalities (known as Schur or Jury’s conditions, see e.g. \[20, 27, 28\]) are satisfied:

$$\begin{cases}
1 + trJ (E_*) + det J (E_*) > 0 \\
1 - trJ (E_*) + det J (E_*) > 0 \\
1 - det J (E_*) > 0
\end{cases} \quad (23)$$

where $trJ (E_*)$ and $det J (E_*)$ are, respectively, the trace and the determinant of \[22\]. By straightforward calculations, it is possible to verify the following statements. Condition $1 - det J (E_*) = 0$ is never satisfied if the other conditions in \[23\] hold, thus ruling out that $E_*$ can lose stability through a Neimark-Sacker bifurcation. If condition \[21\] holds, then it is $1 - trJ (E_*) + det J (E_*) > 0$. Assuming condition \[21\] and imposing $1 - det J (E_*) > 0$, we can solve for $1 + trJ (E_*) + det J (E_*) = 0$, thus obtaining the bifurcation value $\lambda = \lambda^* (\alpha)$ in \[20\]. These conditions are necessary for a flip bifurcation of the two-dimensional map \[17\] to occur. The sufficient conditions can be verified by standard calculations. Moreover, it is worth noting that $\lambda^* (\alpha^*) = 0$, and that $\lambda^* (\alpha) > 0$ for $\alpha < \alpha^*$ and $\lambda^* (\alpha) < 0$ for $\alpha > \alpha^*$, at least in a neighborhood of $\alpha^*$. This confirms that equilibrium $E_*$ loses stability only at $\lambda = \lambda^* (\alpha)$. In fact, condition \[21\] ensures that in \[20\] it is $\lambda^* (\alpha) > 0$. Observe that in \[21\] it is $\alpha^* > 0$. When the number of players is such that

$$2 \leq N < N_b = \frac{5 - 2r}{1 - r},$$

then the denominator in the right-hand side of \[21\] is smaller than 4, so that condition

---

\[14\] We provide evidence of the 2-cycle by numerical simulations showing its existence.
\[ (21) \text{ is always satisfied, being } \alpha \leq 1. \] In other words, if the number of players is smaller than \( N_b \), then condition \((20)\) alone guarantees that the Nash equilibrium \( E_* \) is a stable node, being \( \lambda^* (\alpha) > 0 \) for all \( \alpha \in (0, 1] \)

With respect to equilibrium \( E_{x=0} \), by employing the component \( x(t) + \lambda x(t) \left( \frac{Q_1(t)}{Q_1(t) + Q_2(t)} c - \epsilon \right) \) of the first equation in \((17)\), the Jacobian matrix assumes the following triangular form

\[
J (E_{x=0}) = \begin{pmatrix}
1 + \frac{c(N(r-2)+1)\lambda}{(N-1)(N-r+1) r} & 0 \\
\frac{(N(r-1)+2)\alpha}{2(r-1)} & 1 + \frac{1}{2} ((N(r-1)+1)\alpha + 2)
\end{pmatrix}
\]

whose eigenvalues are the entries along the diagonal. It is easy to show that it is impossible for both eigenvalues to be inside the unitary circle. However, when the constraint \( x = 0 \) is active because of the Max in \((17)\), then the entry in the first row and first column of \( J (E_{x=0}) \) becomes zero, because the map is constant. In this case, one eigenvalue is always \( z_1 = 0 \) and the other eigenvalue is \( z_2 = \frac{1}{2} ((N(r-1)+1)\alpha + 2) \). Condition \( z_2 \in (-1, 1) \) reduces to \( \alpha < \frac{4}{N(1-r)-1} \), which is a necessary condition for the stability of \( E_{x=0} \).

QED

The stability analysis of the two-dimensional model \((17)\) in the previous proposition underlines two important differences of the considered behavioral rules with respect to the convergence to the Nash equilibrium. In fact, under the Gradient rule this convergence is always ensured by a sufficiently low speed of adjustment, regardless of the number of firms \( N \). On the contrary, the LMA rule guarantees convergence to the Nash equilibrium provided that, for a given speed of adjustment \( \alpha \) of LMA behavior, the number of players is sufficiently low. Stated differently, in order to guarantee convergence to the Nash equilibrium \( E_* \) under the LMA rule, the speed of adjustment \( \alpha \) must be reduced as the number of firms \( N \) increases, see Figure 1(a). This is due to the fact that oligopoly competition leads firms to stop the production and the demand function \((6)\) is not defined when total production is zero. In the second scenario, when \( \lambda > \frac{2}{N} \), whose simulations are not reported for the sake of brevity, the equilibrium \( E_* \) is unstable for \( r = 1 \) and, the oligopoly becomes infeasible as all the
firms eventually decide to stop their production. In addition, as $\alpha$ increases, the oligopoly becomes infeasible also in the case of a mixed population state, i.e. $r \in (0, 1)$, when $\lambda > \lambda^*$ ($\alpha$).

Let us now perform a similar analysis as $\lambda$, the reactivity of G-firms, changes. In Figure 2 the limit dynamics of $x$ and $y$ are depicted as $\lambda$ varies; in these example, the stability condition $\alpha < \alpha^*$ is ensured, i.e. the stability of the Nash equilibrium $E_*$ depends only on $\lambda^*$, which in turns depends on $r$. It is worth noting that if the game is played by LMA-firms only, i.e. $r = 0$, when $\lambda > \lambda^*$ the Nash equilibrium $E_*$ becomes unstable but the oligopoly remains feasible, see Figure 2 panel (a). On the contrary, if the game is played by G-firms only, i.e. $r = 1$, the condition $\lambda < \lambda^*$ determines the feasibility of the oligopoly game itself, see Figure 2 panel (c). Condition (20) for the stability of the Nash equilibrium $E_*$ for an intermediate level of $r = 0.5$ is depicted in Figure 2 panel (b).

Another aspect worth of investigation is the interaction between the two different behavioral rules as parameter $r \in [0, 1]$ is changed. To this aim, we present several examples in Figure 3. In Panel (a), the parameters values are such that the equilibrium $E_*$ is stable both for $r = 0$ and for $r = 1$, i.e. $2 \leq N < 1 + \frac{4}{\alpha}$ and $\lambda < \frac{2}{\alpha}$. We observe that in this case the stability of the Nash equilibrium occurs also for $r \in (0, 1)$. In other words, when the Nash equilibrium is stable with either all LMA-firms or all G-firms, then it is stable for any $r \in (0, 1)$. In Panel (b), the parameters values are such that the Nash equilibrium $E_*$ is unstable with all LMA-firms (i.e. $r = 0$) but it is stable with all G-firms ($r = 1$). In other words, $N > 1 + \frac{4}{\alpha}$ and $\lambda < \frac{2}{\alpha}$. In this case, for small values of $r$ a complex attractor exists, while as the fraction of G-firms in the oligopoly increases, a cascade of halving bifurcations occurs and the Nash equilibrium gains stability already for relatively low values of $r$. In Panel (c), the parameters values are such that the Nash equilibrium $E_*$ is stable with all LMA-firms and unstable with all G-firms. In particular, parameters are such that
Figure 2: Bifurcation diagrams of $x$ (black) and $y$ (red) for $\lambda$ varying on $(0,1]$. Panel (a) $r = 0$. Panel (b) $r = 0.5$. Panel (c) $r = 1$. Parameters values: $\alpha = 0.2$, $N = 20$, $c = 0.1$.

Figure 3: Bifurcation diagrams of $x$ (black) and of $y$ (red) for $r$ varying on $[0,1]$. Panel (a) $\alpha = 0.5$, $\lambda = 1$. Panel (b) $\alpha = 0.3$, $\lambda = 1$. Panel (c) $\alpha = 0.2$, $\lambda = 21$. Panel (d) $\alpha = 0.3$, $\lambda = 21$. Panel (e) $\alpha = 0.2$, $\lambda = 201$. Panel (f) $\alpha = 0.3$, $\lambda = 201$. Other parameters values: $N = 20$, $c = 0.1$.

$2 \leq N < 1 + \frac{4}{\alpha}$ and $\frac{N}{c} > \lambda > \frac{2}{c}$. In this case, we first observe that the Nash equilibrium is asymptotically stable when the fraction of the LMA-firms in the oligopoly is high (low $r$), while the oligopoly becomes infeasible, i.e. firms stop production, as the fraction of G-firms increases. In Panel (d), the parameters values are such that the Nash equilibrium is unstable with all LMA-firms as well as with all G-firms. In particular, parameters are such that $N > 1 + \frac{4}{\alpha}$ and $\frac{N}{c} > \lambda > \frac{2}{c}$. In this case, complex dynamics for low fraction of G-firms are observed while the oligopoly becomes infeasible as the fraction $r$ of G-firms increases.
In Panel (e), we present the case $2 \leq N < 1 + \frac{4}{\alpha}$ and $\lambda > \frac{N}{c}$. It means that with all LMA-firms the Nash equilibrium is unstable, and the asymptotically stable equilibrium is the equilibrium $E_{r=0}$ defined in Proposition 3. When the fraction of G-firms is increased, this equilibrium loses stability and the oligopoly becomes infeasible. With all G-firms the oligopoly results to be infeasible as well. In Panel (f), we depicted the case $N > 1 + \frac{4}{\alpha}$ and $\lambda > \frac{N}{c}$, i.e. $E_{r}$ is unstable for both $r = 1$ and $r = 0$. Paradoxically, in this case the oligopoly game remains feasible for higher values of $r$, although two eigenvalues are outside the unit circle, if compared to the case of Panel (d), where equilibrium $E_{r}$ has only one eigenvalue outside the unit circle for $r = 0$.

The investigation based on bifurcation diagrams reveals that if one starts from a situation where only one of the two heuristics is employed, either G or LMA, and this rule leads the oligopoly to converge to the Nash equilibrium $E_{s}$, then the presence of this ‘stable’ rule favors the convergence to the Nash equilibrium also when there is a fraction of agents adopting the other available rule.

In addition, the numerical analysis reveals another important aspect of the model, which is related to the lost of asymptotic stability of the Nash equilibrium. In particular, if the oligopoly is populated by LMA-agents only, then the production dynamics are governed by a nonlinear map, with a range of stability of the Nash equilibrium that is lower than with all G-firms; however, when this equilibrium loses stability, the oligopoly remains feasible although fluctuations of the level of production are observed. On the contrary, if the oligopoly is populated by G-firms only, then the level of production depends on a piecewise-linear map. Thus, the Nash equilibrium can be characterized by more stability if one considers the size of its basin of attraction. However, when the Nash equilibrium loses stability, then the only possibility is that of an ‘infeasible’ oligopoly, with all agents that stop to produce and exit the market.

3.1.1. Global Analysis

In this part, we provide some considerations on the global dynamics of the map $T_{2}$, which are also useful for understanding the behavior of the evolutionary model $T$ in (15). In the next proposition, we analyze the structure of the basins of attraction of the Nash equilibrium when only one behavioral rule is present, i.e. with $r = 1$ (all G-firms) or $r = 0$ (all LMA-firms) and compare their measure in the two cases.

**Proposition 4.** Consider the dynamical system $T_{2}$ in (17) and its non-trivial equilibrium $E_{s}$ in (18). Denote by $\mu(V)$ the measure of a region $V \subseteq \{(x, y) \in \mathbb{R}^{2}_{+}\}$ and by $B(V)$ the basin of attraction of an attractor $V$ of $T_{2}$. Define the following sets:

$$
B_{1} := \{(x, y) \in \mathbb{R}^{2}_{+} | x \geq \frac{\lambda}{c\lambda - 1} \frac{N - 1}{N^2}\}, \\
B_{2} := \{(x, y) \in \mathbb{R}^{2}_{+} | y \geq \frac{2 - \alpha + \alpha N}{\alpha c N^2}\}, \text{ and} \\
B_{3} := \{(x, y) \in \mathbb{R}^{2}_{+} | x^2 + (N - 1)^2 y^2 + (N - 1) xy - \frac{\lambda (N - 1)}{\lambda c - 1} y \leq 0\}.
$$

Assume that $E_{s}$ is asymptotically stable when $r = 0$. Then the following statements hold:

1. If $1 - \lambda c > 0$, then $\mu(B(E_{s})_{r=0}) \leq \mu(B(E_{s})_{r=1})$, where

$$
B(E_{s})_{r=1} := \mathbb{R}^{2}_{+}, \quad B(E_{s})_{r=0} \subseteq \mathbb{R}^{2}_{+} \cup_{n=0}^{\infty} T_{2}^{-n} (B_{2}) \tag{25}
$$

2. If $0 > 1 - \lambda c > -1$, and

$$
\frac{\lambda}{c\lambda - 1} \frac{N - 1}{N^2} \geq \frac{2 - \alpha + \alpha N}{\alpha c N^2} \tag{26}
$$

then $\mu(B(E_{s})_{r=0}) \leq \mu(B(E_{s})_{r=1})$, where

$$
B(E_{s})_{r=1} := \mathbb{R}^{2}_{+} \cup B_{1} \quad \text{and} \quad B(E_{s})_{r=0} \subseteq \mathbb{R}^{2}_{+} \cup_{n=0}^{\infty} T_{2}^{-n} (B_{2} \cup B_{3}) \tag{27}
$$

3. If $-1 > 1 - \lambda c$, then $\mu(B(E_{s})_{r=1}) = 0 \leq \mu(B(E_{s})_{r=0})$, where

$$
B(E_{s})_{r=1} = E_{s} \quad \text{and} \quad B(E_{s})_{r=0} \subseteq \mathbb{R}^{2}_{+} \cup_{n=0}^{\infty} T_{2}^{-n} (B_{2} \cup B_{3}) \tag{28}
$$
Proof. First of all, recall that, by Proposition 3, conditions $2 \leq N < 1 + \frac{1}{\lambda}$ and $\lambda < \frac{N}{2}$ guarantee that $E_*$ is asymptotically stable when $r = 0$. With $r = 1$ (all G-agents), the map (17) becomes
\begin{equation}
T_{2,r=1} : \begin{cases}
x(t + 1) = \max \left\{ 0, x(t) + \lambda x(t) \left( \frac{(N-1)x(t)}{x(t) + (N-1)y(t)} - c \right) \right\} = \max \{0, f_x\} \\
y(t + 1) = \max \left\{ 0, (1 - \alpha) y(t) + \frac{\alpha}{2} [y(t) + Nx(t)(1 - cNx(t))] \right\} = \max \{0, f_y\}
\end{cases}
\end{equation}
where the first component is a master equation, i.e. a one-dimensional difference equation uncoupled from the second one, whereas the second component is a slave equation, because it depends also on the first variable. The properties of the one-dimensional map $f_x$, which is a (piecewise-)linear map, strongly influence the dynamics of the whole system. The Nash equilibrium $E_* = (\frac{N-1}{cN^2}, \frac{N-1}{2N})$ is a fixed point of (29) and the asymptotic dynamics depend on the initial conditions of the system (29). Specifically, let us consider the following subset of $\mathbb{R}^2_+$, which represents the points of $\mathbb{R}^2_+$ that are mapped by (29) into $(0, y)$ in one iteration:
\begin{equation}
B_1 := \left\{ (x, y) \in \mathbb{R}^2_+ | x (1 - \lambda c) + \frac{\lambda(N-1)}{N^2} \leq 0 \right\}
\end{equation}
It is clear that any trajectory starting with initial condition $(x, y) \in B_1$ does not converge to $E_*$. Having assumed that $E_*$ is asymptotically stable and being the only attractor in the invariant region $\mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_1)$, it follows that $\mathcal{B} (E_*)_{r=1} := \mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_1)$.

With $r = 0$, (all LMA-agents), the map (17) becomes
\begin{equation}
T_{2,r=0} : \begin{cases}
x(t + 1) = \max \left\{ 0, x(t) + \lambda x(t) \left( \frac{(N-1)y(t)}{x(t) + (N-1)y(t)} - c \right) \right\} = \max \{0, f_x\} \\
y(t + 1) = \max \left\{ 0, (1 - \alpha) y(t) + \frac{\alpha}{2} [y(t) + Ny(t)(1 - cNy(t))] \right\} = \max \{0, f_y\}
\end{cases}
\end{equation}
where the second component is the master equation (uncoupled from the first one), while the first component depends also on the second variable (slave equation). The properties of the one-dimensional map $f_y$, which is a quadratic map conjugates to the well known logistic map, strongly influence the dynamics of the system. The fixed point of (31) is again the Nash equilibrium $E_* = (\frac{N-1}{cN^2}, \frac{N-1}{2N})$, and the asymptotic dynamics depends on the initial conditions. Specifically, let us consider the following two subregions of $\mathbb{R}^2_+$:
\begin{equation}
\begin{align*}
B_2 & := \left\{ (x, y) \in \mathbb{R}^2_+ | f_y \leq 0 \right\} \\
& = \left\{ (x, y) \in \mathbb{R}^2_+ | y \geq \frac{2 - a + \alpha N}{\alpha c N^2} \right\} \\
B_3 & := \left\{ (x, y) \in \mathbb{R}^2_+ | f_x \leq 0 \right\} \\
& = \left\{ (x, y) \in \mathbb{R}^2_+ | x^2 + (N - 1)^2 y^2 + (N - 1) xy - \frac{\lambda(N-1)}{\lambda c - 1} y \leq 0 \right\}
\end{align*}
\end{equation}
It is clear that any trajectory starting in $(x, y) \in B_2 \cup B_3$ will never converge to $E_*$, while, assuming $E_*$ asymptotically stable, its basin of attraction is given by $\mathcal{B} (E_*)_{r=0} \subseteq \mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_2 \cup B_3)$.

Considering $r = 0$, it is trivial to prove that the set $B_3$ is empty for $1 - \lambda c > 0$, while any trajectory starting in $B_2$ is lead in the subregion (axis) $y = 0$, where the dynamics is undefined and so the oligopoly is infeasible. On the contrary, trajectories starting in $\mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_2)$ converge either to $E_*$ (assuming $E_*$ asymptotically stable) or to some attractor contained in the region. Moreover, considering $r = 1$, it is trivial to prove that $B_1$ is empty for $1 - \lambda c > 0$. It follows that $\mathcal{B} (E_*)_{r=1} := \mathbb{R}^2_+$. Noting that $\mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_2) \subseteq \mathcal{B} (E_*)_{r=1} := \mathbb{R}^2_+$, the first part of the proposition follows.

Considering $r = 0$, it is easy to see that for $\lambda c > 1$ the set $B_1$ is not empty and preimages in $\mathbb{R}^2_+$ of the $x = 0$ and $y = 0$ axis exist as sketched in Figure 4. It follows that $\mathcal{B} (E_*)_{r=0} \subseteq \mathbb{R}^2_+ \cup_{n=0}^{+\infty} T_{2}^{-n} (B_2 \cup B_3)$.

---

\textsuperscript{15}Map (29) as well as map (31) below, are two triangular maps. For more details on these maps see e.g. [29], [30] and [31].
Moreover, considering $r = 1$, if $0 > 1 - \lambda c > -1$ it is straightforward to prove that every trajectory starting in $B_1$ converges to the $x = 0$ axis where the map is undefined as it is a set of focal points whereas each trajectory starting in $\mathbb{R}^2_+ \setminus B_1$ converges to the asymptotically stable Nash equilibrium $E_*$, which is also the unique attractor in the region. This can be proved easily noting that the map $f_x$ is linear in $\mathbb{R}^2_+ \setminus B_1$, so it follows that $B(E_*)_{r=1} := \mathbb{R}^2_+ \setminus B_1$ and $\bigcup_{n=0}^{+\infty} T_{2n}^{-n}(B_1) = B_1$. If condition (26) holds, it is easy to see that the area of $B_1$ is smaller then the area of $B_2$. Thus the second part of the proposition follows.

Considering $r = 1$, if $1 - \lambda c < -1$, then the Nash equilibrium $E_*$ is unstable and the first recurrence of $T_{2,r=1}$, i.e. $\max \{0, f_x\}$ in (29), is a linear function as long as $x(t) > 0$. It follows that each trajectory of $f_x$ starting in $\mathbb{R}^2_+ \setminus E_*$ diverges to $-\infty$ and so every trajectory of $T_2$ starting in $\mathbb{R}^2_+ \setminus E_*$ converges to the focal point $(0, 0)$. The third point of the proposition follows. QED $\blacksquare$

Proposition 4 provides important insights about the robustness of the asymptotic stability of the Nash equilibrium, measured by the area of the basin of attraction of the equilibrium itself, when all the firms involved in the oligopoly adopt the same heuristic, i.e. either the G or the LMA rule. In particular, the three cases discussed in Proposition 4 are depicted in Figure 4, while in Figure 5 regions $B_2$ and $B_3$ are depicted for $r = 0$, together with the basin of attraction $B(E_*)_{r=0}$. The picture shows the presence of lobes, which are typical when there are focal points, as it is the point $(0, 0)$ for map $T_2$, see e.g. [25], [32] and [33] for details.

Figure 4: Basins of attraction $B(E_*)_{r=1}$ (first row) and $B(E_*)_{r=0}$ (second row) depicted as white regions. Regions of infeasible trajectories are in gray. Cases of Proposition 4 are represented from the left to the right: $\lambda c < 1$ with $\lambda = 1$ and $c = 0.1$ (first column), $1 < \lambda c < 2$ with $\lambda = 15$ and $c = 0.1$ (second column) and $\lambda c > 2$ with $\lambda = 25$ and $c = 0.1$ (third column). Parameters $N = 20$, $\alpha = 0.2$.

The economic intuition behind the results of this analysis is synthesized in the following remark.

**Remark.** Consider the dynamical system $T_2$ in (17) and its non-trivial Nash equilibrium $E_*$ in (18). As long as the conditions for the asymptotic stability of the Nash equilibrium are ensured for the oligopoly with
all G-firms, i.e. \( \lambda c < 2 \), and the following inequality holds

\[
\lambda \left| \frac{1}{1-\lambda c} \right| \geq \frac{2 - \alpha + \alpha N}{(N-1)\alpha c}
\]

then \( B(E^*) \), the basin of attraction of the Nash equilibrium \( E^* \), with all G-firms is at least as large as the corresponding basin in the case of all LMA-firms. On the contrary, when the Nash equilibrium with all G-firms is unstable, i.e. \( \lambda c > 2 \), the presence of LMA-firms is necessary, but not sufficient, to ensure the feasibility of the oligopoly.

In order to provide some insights about the dimensions of the basins of attraction of the Nash equilibrium \( E^* \) also with a mixture of G-firms and LMA-firms, i.e. \( r \in (0,1) \), two cases are shown in Figures 6 and 7. In Figure 6 we have the first case discussed in Proposition 4, i.e. \( \lambda c < 1 \). In particular, for \( r = 1 \) and \( r = 0 \), we have the same cases of Panels (a) and (d) of Figure 4, respectively. Note that for \( r = 0.5 \), i.e. half of the firms adopt the LMA rule and the other half the G-rule, the basin of attraction of \( E^* \) increases considerably with respect to the case \( r = 0 \), and it becomes similar to the basin obtained with \( r = 1 \). In Figure 7, the case \( 1 < \lambda c < 2 \) is considered. In particular, for \( r = 0 \) and \( r = 1 \), we have the same cases of Panels (b) and (d) of Figure 4, respectively. In this case, the presence of a very small fraction of G-firms in the oligopoly (0,1% in the example) considerably enlarges \( B(E^*) \), the basin of attraction of the Nash equilibrium, so that the oligopoly acquires stability in the state space.

3.2. Dynamic analysis of the evolutionary model

We begin the analysis of the dynamical system \( T \) in (15) by studying the existence and local stability of equilibria. This question is quite simple whenever the Nash equilibria of the two-dimensional restrictions to the invariant planes \( r = 0 \) or \( r = 1 \) are stable.

We can reformulate Proposition 1 and Corollary 2 with the specific map (15) in a unique proposition:

**Proposition 5.** Consider the dynamical system \( T \) in (15).

- If \( K_G = K_L \), then a continuum of equilibrium points \( E^* \) exists along the segment \( E = \left( \frac{N-1}{cN^2}, \frac{N-1}{cN^2}, r \right) \), with \( r \in [0,1] \). These equilibria are stable as long as the stability conditions for the Nash equilibrium stated in Proposition 3 are satisfied. One fixed point in \( E \) undergoes a codimension-two bifurcation changing \( K_G - K_L \) with an associated eigenvalue equal to 1 and another one equal to \(-1\), with the
Figure 6: Basins of attraction of $E^*$ (white region), for different values of $r$: panel (a) $r = 0$, panel (b) $r = 0.5$ and panel (c) $r = 1$. Region of infeasible trajectories in gray. Parameters: $\lambda = 1$, $N = 20$, $c = 0.1$, $\alpha = 0.2$.

Figure 7: Basins of attraction of the Nash-equilibrium $E^*$ (white region) for different values of $r$: panel (a) $r = 0$, panel (b) $r = 0.001$ and panel (c) $r = 1$. Region of infeasible trajectories in gray. Parameters: $\lambda = 15$, $N = 20$, $c = 0.1$, $\alpha = 0.2$.

possible creation of a stable 2-cycle $\{(x, y, r), (\overline{x}, \overline{y}, \overline{r})\}$. The point in $E$ that undergoes the codimension-two bifurcation is the one such that $(x^+, y^+, r^+) = (\overline{x}, \overline{y}, \overline{r})$ and $\lambda = \lambda^*(\alpha, r^+)$, where

$$\lambda^*(\alpha, r^+) = \frac{2N (\alpha (1 - 2r^+ - N (1 - r^+)) + 4)}{c (r^+ (\alpha + 4) (N - 2) - 2(1 - r^+ + 8))}$$

(34)

• If $K_G \neq K_L$, then only the two extremum points of the segment $E$ are equilibria, namely

$$E_0 = \left(\frac{N - 1}{cN^2}, \frac{N - 1}{cN^2}, 0\right) \quad \text{and} \quad E_1 = \left(\frac{N - 1}{cN^2}, \frac{N - 1}{cN^2}, 1\right)$$

(35)

in which all agents adopt the same strategy, which is LMA or G respectively:

- If $K_L < K_G$, then equilibrium $E_0$ is stable for $2 \leq N < 1 + \frac{1}{\alpha}$ and $\lambda < \frac{N}{c}$, and it loses stability through a period doubling bifurcation at $N = 1 + \frac{1}{\alpha}$ given $\lambda < \frac{N}{c}$. $E_1$ is always unstable.

- If $K_L > K_G$, then equilibrium $E_1$ is stable for $\lambda < \frac{2}{c}$ and loses stability for $\lambda > \frac{2}{c}$. At $\lambda = \frac{2}{c}$ no bifurcation occurs. $E_0$ is always unstable.

Proof. The proof is a direct application of Proposition 1, Corollary 2 and Proposition 3. ■
Starting from the previous investigation of the dynamics of the model on the invariant subspaces \( r = 0 \) and \( r = 1 \), Proposition 5 describes, for the case \( K_G \neq K_L \), the local asymptotic stability of the two Nash equilibria \( E_0 \) and \( E_1 \), which are located on the invariant planes \( r = 0 \) and \( r = 1 \) respectively. For the three-dimensional model, the main question related to these equilibria concerns their local transverse stability.

When an equilibrium on an invariant plane (either \( r = 0 \) or \( r = 1 \)) is locally asymptotically stable for the bidimensional map (17), then it obviously attracts sufficiently nearby trajectories of the plane, i.e. it is stable with respect to perturbations along the plane. Transverse stability occurs when an attractor on the plane is also an attractor for the complete map (15), i.e. if it is stable with respect to perturbations that are transverse to the plane; in particular, these perturbations have initial conditions \((x(0), y(0), r(0))\) with \( r(0) \in (0, 1) \). In this case, the basin of attraction of the attractor on the plane has positive measure, i.e. the basin has positive volume, being a subset of \( \mathbb{R}^3 \).

For the sake of clarification, it is worth pointing out that the local transverse instability of one of the two equilibria, be it \( E_0 \) or \( E_1 \), does not exclude that they may also have a basin of attraction of positive Lebesgue measure in \( \mathbb{R} \times \mathbb{R} \times [0, 1] \). In other words, the Nash equilibria \( E_0 \) and \( E_1 \) might be Milnor (or weak) attractors, see [34] and [32]. To have this, it is sufficient that a Nash equilibrium that belongs to an invariant plane is: 1) stable along the plane and 2) its basin of attraction on the plane intersects a set of points (with non-zero area) that are transversely stable. These points in the plane, which do not include the Nash equilibrium on the plane as we have assumed that it is transversely unstable, attract some trajectories with initial conditions \((x(0), y(0), r(0))\) with \( r(0) \in (0, 1) \). Once these trajectories reach the invariant plane, they converge to the Nash equilibrium, since they are in its basin of attraction.

We illustrate this occurrence by numerical findings. Let us start considering the case \( K_G > K_L \), i.e. agents have a propensity to adopt the LMA rule even in case the profits generated by the two heuristics are
the same. In this case, as stated in Proposition 5, the Nash equilibrium $E_0$ is asymptotically stable while the Nash equilibrium $E_1$ is unstable. Nevertheless, in the basin of attraction of the Nash equilibrium $E_1$ are included points characterized by transverse attractivity (this set of points is represented by the white region in Figure 8 which attract trajectories coming from outside the invariant subspace. That is, the Nash equilibrium $E_1$ is a Milnor attractor. In Figure 8 the situation is depicted both for the cases such that $E_1$ is stable, see panels (a) and (b), and unstable, see panel (c), on the invariant plane $r = 1$. It is worth noticing that the dynamics of $T$ on the restrictions $r = 0$ and $r = 1$, is the same as the one depicted in Figure 4 and described in Proposition 4. 

A similar situation occurs for cases with $K_G < K_L$, i.e. when agents have a propensity to adopt the G-rule even when profits generated by the two heuristics are equal. In this case, as stated in Proposition 5, the Nash equilibrium $E_1$ is asymptotically stable while the Nash equilibrium $E_0$ is unstable. Nevertheless, the basin of attraction of the Nash equilibrium $E_0$ includes a set of points characterized by transverse attractivity (this set of points is represented by the white region in Figure 9). That is, the Nash equilibrium $E_0$ is a Milnor attractor. It is worth remembering that the structure of the basins of attraction of the two Nash equilibria $E_0$ and $E_1$ on $r = 0$ and $r = 1$ respectively is the same in Figures 8 and 9 as the only difference in the two cases regards the values of $K_G$ and $K_L$, which are two parameters that influence only the transverse stability. In particular, the particular shape of the basins of attraction, with the presence of lobes, is illustrated in details in the previous sections (see in particular Proposition 4), so it is not discussed here.

The analysis of transverse stability underlines another interesting dynamic property of the model. This occurs when, for $K_G > K_L$, the Nash equilibrium $E_0$ is unstable and the attractor on the invariant subspace $r = 0$, generated by a sequence of period-doubling bifurcations, becomes transversely unstable. This situation

Figure 9: Regions of transversely unstable points (yellow region) and transversely attractive ones (white region) on invariant planes $r = 1$ (first row) and $r = 0$ (second row), when $K_G < K_L$. Regions of infeasible trajectories are in gray. Panels (a)-(d) $\lambda = 1$. Panels (b)-(e) $\lambda = 15$. Panels (c)-(e) $\lambda = 25$. Parameters: $N = 20$, $c = 0.1$, $\beta = 1$, $K_G = 0$, $K_L = 0.0001$, $\alpha = 0.3$. 
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is depicted in Figure 10. From panel (a) of this figure we note that the attractor indicated by black dots has portions in both the white region and the yellow region. This indicates that along the attractor there are points that are transversely unstable (yellow region) and points that are transversely stable (white region). To provide a measure of the transverse attractivity of trajectory along the attractor, we compute the transverse Lyapunov exponents:

\[
\Lambda_\perp (T^\infty (x(0), y(0), r(0))) = \lim_{T \to \infty} \frac{1}{T} \sum_{i=0}^{T} \ln |v_3(x(i), y(i), r(i))| \tag{36}
\]

where \(T^\infty (x(0), y(0), r(0)) := \{(x(i), y(i), r(i)) = T^i (x(0), y(0), r(0)), i \geq 0\}\) is a generic trajectory along the attractor itself and

\[
v_3 = \frac{\partial r'}{\partial r} \bigg|_{r=0} = e^{\beta \Delta \pi(x(i), y(i), 0)} \tag{37}
\]

is the eigenvalue of the map \(T\) corresponding to the transversal direction. If \(\Lambda_\perp (T^\infty (x(0), y(0), r(0))) < 0\) holds, then average transversely stability of \(T^\infty (x(0), y(0), r(0))\) is proved. In Figure 10 panel (b), we note that the transverse stability of the attractor is lost as \(\alpha\) increases. When the attractor is transversely unstable, a situation of high uncertainty occurs for the evolutionary oligopoly game. Indeed, firms may fail to select a unique and common heuristic.

The analysis of the transverse stability of the attractors on the two invariant planes \(r = 0\) and \(r = 1\) underlines that the evolutionary selection of the heuristics by firms is a quite complicated nonlinear phenomenon and that a simple propensity of one rule to the other one does not necessary leads firms to adopt homogeneous behaviors.

Figure 10: Panel (a) attractor on the invariant plane \(r = 0\). Its basin of attraction is in red. In yellow the set of points that are transversely unstable. Panel (b) Lyapunov exponent along the attractor of panel (a) as \(\alpha\) varies in the range \([0, 0.3]\). Parameters: \(K_G = 0.0001, K_L = 0, N = 20, \alpha = 0.3, \lambda = 1, N = 20\).

This aspect is further confirmed by the possibility that an attractor not belonging to an invariant plane \((r = 0\) or \(r = 1\)) exists. As indicated in Proposition 5, this attractor originates by a codimension-two bifurcation at \(K_G = K_L\) from which a stable 2-cycle may appear. Moreover, this cycle may not be the

\[\text{(a)}\]

Note that in this case \(E_0\) is transversely stable as long as it is stable for the restriction of the map on the invariant plane \(r = 0\).
unique stable attractor in $\mathbb{R} \times \mathbb{R} \times (0, 1)$, as numerical evidence shows that other stable attractors could exist, see in particular the bifurcation diagram of Figure 11.

Figure 11: 1D-bifurcation diagram as $K_G - K_L$ varies on the range $[0, 0.5]$. Panel (a), productions $x$ of a G-firm (black) and $y$ of a LMA-firm (red) as $K_G - K_L$ varies. Panel (b), dynamic of $r$ as $K_G - K_L$ varies. Panels (c) and (d) a zoom of the bifurcations diagrams on the upper line for $K_G - K_L$ close to zero. Parameters: $N = 20$, $\beta = 1$, $\alpha = 0.3$, $\lambda = 1$ and $c = 0.1$.

The evolutionary oligopoly under analysis can exhibit further nonlinear phenomena originated by additional bifurcations that lead to complicated dynamics. For instance, the 2-cycle that is generated through the described codimension-two bifurcation (see e.g. Figure 12) represents two fixed points of the map $T^2$. Each of these two fixed points of $T^2$ can undergo a Neimark-Sacker bifurcation as the intensity of choice $\beta$ is increased. As a result, we detect the presence of an asymptotically stable attractor with $r \in (0, 1)$ for $T$, see e.g. Figure 13. If the intensity of choice $\beta$ is further increased, the attractor takes a particular shape, see Figure 14 panel (d). The dynamics along this attractor is of particular interest from an economic point of view. Figure 14 presents a time series for the level of production. The dynamics of the quantity of production for LMA-firms and for G-firms follow a very strange pattern, which is characterized by long periods of almost
constant production levels - very close to the Nash quantity - that are interrupted by shorter periods of high production fluctuations. These dynamic scenarios shed some light on the high unpredictability of agents’ behavior in the evolutionary oligopoly. Indeed, a long time period on which firms deliver almost constant productions, very close to the Nash equilibrium level, could lead an observer to think that the oligopoly is reaching a stationary equilibrium. Nevertheless, large bursts appear for short periods of times and at regular intervals to break the time series of constant productions.

Another aspect is worth of being mentioned. The periodic and aperiodic attractors depicted in Figures 12, 13 and 14 provide indication that it may be more profitable for firms to behave differently than similarly. Indeed, along these inner attractors the average level of production is lower than in the Nash equilibrium and this implies, given the profit function of the industry here assumed, that the average profit of the industry is higher than the profit with all firms at the Nash equilibrium. Specifically, we observe that the level of production of G-firms is always lower than the Nash equilibrium quantity and their profits are always higher than the one obtainable at the Nash equilibrium, see Figure 15 where we depicted the profit dynamics along the attractors of the previous examples. On the contrary, the levels of production of LMA-firms can oscillate around the Nash quantity and the profits can oscillate above and below the ones obtainable at the Nash equilibrium. However, relative to the dynamic scenario depicted in Figure 14 this occurs only for short intervals of time, while for most of the time both G-firms and LMA-firms experience higher profits along the
inner attractor than at the Nash equilibrium. The economic explanation of this phenomenon is clear and based on the fact that for firms it is sufficient to produce less than the Nash quantity to increase their profits. This requires capability of coordination between firms, for example as if they would be able to constitute a cartel, which is not achievable within the simple evolutionary model proposed. However, a sufficient level of evolutionary competition (remember that inner attractors appear as the value of $\beta$ increases, parameter that measures the evolutionary pressure) between two boundedly-rational behavioral rules can sustain unexpected forms of coordinations that lead the industry as a whole and both groups of players as well to experience average levels of profits, which are higher than those obtainable at the Nash equilibrium. This observation leads to the conclusion that in some cases firms might prefer to be in a polymorphic rather than monomorphic state. Recapping, the heterogeneity in the firms’ choice of the behavioral rules may lead to increments in the producer surplus (total profit of the industry), even though at the expenses of reducing the consumer surplus.

Besides the described phenomena, other form of complexity can arise as well. An example is depicted in Figure 16 where in panel (d) we observe a quite irregular dynamics of the fraction of G-firms that populates the evolutionary game as time evolves. In this case, a chaotic inner attractor exists.

To conclude the investigation on the dynamics of the evolutionary model, we can sum up by saying that asymptotic dynamics can exhibit evolutionary stable heterogeneity: the dynamics along the asymptotically stable attractors on $\mathbb{R} \times \mathbb{R} \times (0,1)$ indicate that heterogeneous behavior can be more profitable, in an evolutionary sense, than following a homogeneous strategy over time. Indeed, this heterogeneous behavior is the result of the evolutionary selection based on profits. The proposed analysis underlines also that a bias for playing one strategy does not necessarily imply that in the long run all the firms decide to adopt that strategy. More precisely, the propensity for playing one strategy does not exclude that firms select in the...
evolutionary process the other strategy in the long run. This crucially depends on several elements, but principally on the initial condition of the system. As a final note, we emphasize the possibility of complicated dynamics of the state variables generated by the evolutionary stable heterogeneities, which are particular interesting both from an economic and mathematical point of view.

Figure 15: Dynamics of profits: Dotted line represents profits that firms would obtain at the Nash equilibrium, black solid line represents profits made by G-firms and gray solid line represents profits made by LMA-firms. First row, profit dynamics along the attractor depicted in Figure 12. Second row, profit dynamics along the attractor depicted in Figure 13. Third row, profit dynamics along the attractor depicted in Figure 14. Central column contains panels representing the profit dynamics along an attractor. Left and Right columns contains panels representing enlargements of some interesting parts of the profit dynamics.

4. Conclusions

In this paper, we considered an evolutionary oligopoly model where firms employ different heuristics for specifying their next period productions. After studying some general properties of the game, we explore the model with two particular behavioral rules, namely Local Monopolistic Approximation (LMA) and Gradient dynamics (G), thus proposing a possible method for analyzing similar models. Despite its simple properties when convergence to the Nash equilibrium is achieved, the model is pretty rich from a dynamical point of view. First of all, we study the possible attractors and their basins on the invariant planes, which are planes where all agents adopt the same rule. These attractors can be transversely stable and constitute the long-run attractors of the evolutionary model. In addition, we show the existence of Milnor attractors on the invariant planes. Then, we analyze the existence of cyclic or chaotic attractors where both behavioral rules are adopted, thus providing examples of evolutionary stable heterogeneity, i.e. polymorphic population states where agents find useful to adopt both rules over time.

Several extensions of this model are worth being considered further. First of all, an interesting addition is to include memory in the fitness measures of the two strategies, following [35]. With respect to the economic structure, another interesting question, often overlooked by the existing literature, is to study how the elasticity of demand influences the overall properties of the system. We leave these questions to our research agenda.
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