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Abstract—Fuzzy associative classification has not been widely analyzed in the literature, although associative classifiers have proved to be very effective in different real domain applications. The main reason is that learning fuzzy associative classifiers is a very heavy task, especially when dealing with large datasets. To overcome this drawback, in this paper, we propose an efficient distributed fuzzy associative classification approach based on the MapReduce paradigm. The approach exploits a novel distributed discretizer based on fuzzy entropy for efficiently generating fuzzy partitions of the attributes. Then, a set of candidate fuzzy association rules is generated by employing a distributed fuzzy extension of the well-known FP-Growth algorithm. Finally, this set is pruned by using three purposely adapted types of pruning.

We implemented our approach on the popular Hadoop framework. Hadoop allows distributing storage and processing of very large data sets on computer clusters built from commodity hardware. We have performed an extensive experimentation and a detailed analysis of the results using six very large datasets with up to 11,000,000 instances. We have also experimented with different types of reasoning methods. Focusing on accuracy, model complexity, computation time and scalability, we compare the results achieved by our approach with those obtained by two distributed non-fuzzy associative classifiers recently proposed in the literature. We highlight that, although the accuracies result to be comparable, the complexity, evaluated in terms of number of rules, of the classifiers generated by the fuzzy distributed approach is lower than the one of the non-fuzzy classifiers.

Index Terms—fuzzy associative classifier, Hadoop, Big Data, MapReduce, associative classifier, fuzzy FP-Growth.

I. INTRODUCTION

Associative classifiers (ACs) have been widely investigated in the last years and exploited in a number of successful real-world applications [1], [2]. ACs integrate frequent pattern mining and classification into a single system [3], [4]. An AC is typically generated in two steps. First, a frequent-pattern mining algorithm [5] is used to extract associations out of the dataset; then, classification rules are generated from the associations, and pruned according to their support, confidence, and redundancy.

Frequent pattern mining algorithms operate on categorical attributes only. Anyway, numerical continuous attributes are often used to describe real data objects as well; a proper discretization algorithm can then be used to map continuous values onto a greatly reduced subset of discrete values [6], so to make them amenable to be dealt with by ACs. Clearly, the AC performance strongly depends on the discretization process. In classical approaches, the discretization process splits the attribute domain into a number of intervals, thus letting us assign each numerical value to the label of the relative interval it belongs to. To better model smooth transitions between adjacent intervals [7], the adoption of fuzzy subsets has been recently proposed, thus leading to Fuzzy Associative Classifiers (FACs) [8], [9], [10], [11]. FAC generation requires frequent pattern mining algorithms specifically designed to cope with fuzziness [8], [10]. In fact, in uncovering frequent patterns, we have to take into account that each value can belong to multiple different fuzzy sets with different membership degrees. In [10], we have proposed a novel approach for generating FACs employing a fuzzy version of the FP-growth algorithm [12]: we have shown that our AC based on a Fuzzy Frequent Pattern (AC-FFP) mining algorithm exhibits good accuracy and scalability. Thus, AC-FFP will be used also in the classifier proposed in this paper.

The approaches proposed so far to learn both ACs and FACs have mainly aimed at improving classification accuracy, often neglecting time and space requirements [13]. Moreover, whenever we need to deal with big data, that is, datasets that cannot be captured, stored, managed, and analyzed by classical database software tools [14], most of these learning algorithms cannot be applied because of computational and storage issues.

To the best of our knowledge, so far only a few works have tackled the problem of learning ACs and FACs from big data. MRAC and MRAC+ [15] are two versions of a distributed AC scheme shaped according to the MapReduce programming model, and suitable to run on a small cluster of commodity hardware. The scheme mines classification association rules (CARs) by using a properly enhanced, distributed version of the well-known FP-Growth algorithm. The obtained CAR set is then reduced by means of a distributed rule pruning procedure, to get to the rule base actually used for classification of unlabelled patterns. Fuzzy approaches have been pursued as well: AC-FFP [16] is a distributed version of the FAC introduced in [10], which relies on a strong fuzzy partition of continuous attributes, obtained through a specific algorithm roughly shaped on the classical procedure by Fayyad and Irani [17]. Moreover, Chi-FRBCS-BigData [18] is a fuzzy rule-based classifier (but not an associative one), developed according to the MapReduce programming model [19] and based on the approach previously described by Chi et al. [20]. First, distinct rule bases are concurrently generated from each block of the training set stored in different nodes. Subsequently,
linguistic fuzzy rules are used to merge all the rule bases. A specialized version of Chi-FRBCS-BigData for handling imbalanced big datasets has been recently presented as well [21]. Finally, the effects of the granularity of fuzzy partitions have been studied in the context of Chi-FRBCS-BigData [22]. A deep analysis on the progress and opportunities on fuzzy systems for big data has been recently discussed in [23], pinpointing that just a few works have addressed the big data mining problem from the fuzzy modelling standpoint.

In this work, we extend the AC-FFP approach along two directions. First, we propose and employ a novel discretization based on fuzzy entropy that efficiently generates strong fuzzy partitions of the continuous attributes. Second, we perform an extensive experimentation and a very deep analysis using six datasets with up to 11,000,000 instances. Focusing on accuracy, model complexity, and computation time, we compare the results obtained by our approach to those obtained by the recent state-of-the-art distributed ACs discussed in [15]. Besides, despite of their comparable accuracies, the number of rules in the final FAC models is significantly lower than in the corresponding ACs.

The paper is organized as follows. Background information is summarized in Section II. Section III is dedicated to discuss each single step of the proposed distributed fuzzy CAR mining algorithm. In Section IV we show the experimental results and, finally, in Section V we draw proper conclusions.

II. BACKGROUND

In this section, we introduce basic concepts on fuzzy associative classification and the MapReduce distributed programming model, as well as the AC-FFP algorithm.

In the following, we assume that any pattern is described by \( F \) different attributes in the set \( X = \{X_1, \ldots, X_F\} \). Any single attribute \( X_f \) can be either categorical or continuous. A pattern is thus represented by an \( F \)-dimensional vector \( x \), whose \( f \)-th element \( x_f \) assumes the value \( v_f \) belonging to the universe of \( X_f \). A pattern (or "object") is associated with a class label (or "category") out of a predefined set of \( L \) classes \( \{C_1, \ldots, C_L\} \); the object class can be considered as its relative importance whenever used along with all the other \( F \) attributes.

A classification is the assignment of a specific class label \( \hat{C}_l \) to an observed, unlabelled pattern \( \hat{\alpha} \).

A. Fuzzy Associative Classifiers

Association rules describe correlations among itemsets, i.e., sets of items in patterns of a dataset. They are expressed in the form \( Z \rightarrow Y \), where \( Z \) and \( Y \) are itemsets and \( Z \cap Y = \emptyset \). Association rules have been widely used in market basket analysis, where items identify products and rules describe dependencies among them [24].

Classification association rules (CARs) are those association rules where the itemset \( Y \) is a class label. CARs are able to catch significant relationships among itemsets when considering categorical attributes. Continuous attributes can be dealt with as categorical ones by performing a proper partitioning of their universe.

In the fuzzy associative classification context, for each (continuous) attribute \( X_f \), we consider a fuzzy partition \( P_f = \{A_{f,1}, \ldots, A_{f,T_f}\} \). In this case, the single item is defined as the couple \((X_f, A_{f,j})\), where \( A_{f,j} \) is the \( j \)-th fuzzy set defined in \( P_f \). In this work categorical attributes (as well as class labels) will be treated on equal terms with continuous ones, considering categories as fuzzy sets and the membership degree of one value to its category always 1.

The \( m \)-th fuzzy classification association rule (FCAR) out of the rule base \( \mathcal{RB} = \{FCAR_1, \ldots, FCAR_M\} \) is therefore expressed as

\[
FCAR_m : \text{FAnt}_m \rightarrow C_{lm} \text{ with } RW_m
\]

where the consequent \( C_{lm} \) is the class label selected for the rule and the antecedent \( \text{FAnt}_m \) is represented as the conjunction

\[
\text{FAnt}_m : X_1 \text{ is } A_{1,m} \ldots \text{ AND } \ldots X_F \text{ is } A_{F,m}
\]

where the fuzzy set \( A_{f,m} \) used for variable \( X_f \) refers either to a fuzzy set \( A_{f,j,m} \) in the partition for attribute \( X_f \), or to the whole universe \( U_f \) (in this last case the membership degree of any value is 1, and the corresponding term is always true). The number of terms in Eq. 2 that are not always true is referred to as rule length, and is indicated by \( g_m \). Notably, in Eq. 1 the rule is paired with a corresponding weight \( RW_m \), to express its relative importance whenever used along with all the other rules.

The extent a given rule \( FCAR_m \) matches an example \( \alpha_n = (x_n, y_n) \) is expressed via the strength of activation (or matching degree) with the input, calculated as

\[
w_m(x_n) = \prod_{f=1}^{F} \mu_{f,m}(x_{f,n}),
\]

where \( \mu_{f,m}(x) \) is the membership function (MF) associated with the fuzzy set \( A_{f,m} \).

In association rule analysis, support and confidence are the most common measures to determine the strength of an association rule, with respect to the training set \( \mathcal{TS} \). For a generic \( FCAR_m \) they can be expressed as

\[
fuzzy\text{Supp}(\text{FCAR}_m \rightarrow C_{lm}) = \frac{\sum_{x_n \in \mathcal{TS}_m} w_m(x_n)}{N}
\]

\[
fuzzy\text{Conf}(\text{FCAR}_m \rightarrow C_{lm}) = \frac{\sum_{x_n \in \mathcal{TS}_m} w_m(x_n)}{\sum_{x_n \in \mathcal{TS}_m} w_{\text{FAnt}_m}(x_n)}
\]

where \( \mathcal{TS}_m = \{x_n \mid (x_n, y_n) \in \mathcal{TS}, y_n = C_{lm}\} \) is the set of objects classified with label \( C_{lm} \), \( w_m(x_n) \) is the matching degree of rule \( FCAR_m \), and \( w_{\text{FAnt}_m}(x_n) \) is the matching degree of all the rules whose antecedent equals \( \text{FAnt}_m \).

Different definitions have been proposed for rule weight \( RW_m \) [25]. As discussed in [26], rule weights can improve the performance of fuzzy rule-based classifiers. In this paper, we adopt the fuzzy confidence value, or certainty factor (CF),
computed as in Eq. 5.

The association degree $h_m(x_n)$ of $x_n$ with $FCAR_m$ is calculated as:

$$h_m(x_n) = w_m(x_n) \cdot RW_m$$  \hspace{1cm} (6)

Given a set of fuzzy rules, different approaches have been proposed in the literature to infer a conclusion. Two of the most popular are:

1) The maximum matching: an input pattern $x$ is assigned to the class label indicated by the rule with the maximum association degree for $x$.

2) The weighted vote: an input pattern $x$ is assigned to the class label $C_l \in \{C_1, \ldots, C_L\}$ with the maximum total strength of vote for $x$; the total strength of vote for $x$ on the generic class $C_l$ is computed as

$$V_{C_l}(x) = \sum_{R_m \in RB_{C_l}} h_m(x)$$  \hspace{1cm} (7)

where $RB_{C_l} = \{FCAR_m \in RB | C_{m} = C_l\}$ is the set of FCARs in the rule base $RB$ having $C_l$ as consequent. With this method, each FCAR gives a vote for its consequent class. If no fuzzy rule matches the pattern $x$, we classify $x$ as unknown.

B. MapReduce and Distributed Computing Frameworks

MapReduce is a distributed programming paradigm that aims to parallelize the computational flow across large-scale clusters of machines by splitting the work into independent tasks [19]. Any basic computation is divided into the Map and Reduce phases, supported by specific tasks; each one takes a set of $(key, value)$ pairs as input, producing a set of $(key, value)$ pairs as output. Each machine can host multiple Map and Reduce tasks.

The MapReduce execution environment automatically partitions the dataset into $Z$ independent blocks to be processed in parallel on the available $q$ computing units within the cluster. By default, the number of Map tasks corresponds to the number $Z$ of input blocks, and the number $R$ of reducers is user-defined. Furthermore, several copies of the user program are distributed on the machine cluster. One copy, denoted as master, is in charge of scheduling and handling tasks across the cluster. The others, called workers, execute both Map and Reduce tasks assigned by the master. Each Map task is fed one data block and, for each input $(key, value)$ pair, generates a list of intermediate $(key, value)$ pairs as output. In the Reduce phase, all the intermediate results are grouped up according to a key-partitioning scheme (by default $hash(key) \mod R$), so that each Reduce task processes a list of values associated with a specific key. Basically, by designing the Map and Reduce functions, developers can easily implement parallel algorithms to be executed across the cluster.

Over the past few years, Apache Hadoop\(^1\) has become one of the most popular MapReduce frameworks for the efficient processing of very large data sets, which are stored in its distributed file system, called Hadoop Distributed File System (HDFS) [27]. However, the extra costs of distributed I/O operations and the system bookkeeping overhead significantly reduce the benefits of parallelism in Hadoop. Thus, new distributed cluster computing frameworks, such as Apache Spark\(^2\), are catching on. Spark is able to reduce access latencies by systematically caching datasets in memory. Spark also supports different distributed programming models, such as MapReduce and Pregel, and it has proved to perform faster than Hadoop, especially in case of iterative and online applications [28]. On the other hand, when dealing with data streams that are quickly produced, change very quickly and need real-time analysis, other technologies, such as Apache Samza and Apache Flink\(^3\) may be more suitable than Hadoop and Spark. Moreover, a number of data mining libraries for big data have been recently released for distributed computing frameworks, like e.g. Mahout and MLlib\(^4\), which implement a wide range of machine learning algorithms.

C. AC-FFP

AC-FFP is a fuzzy associative classifier that exploits a fuzzy version of the well-known FP-Growth algorithm [12] for the FCAR generation. FP-Growth extracts first the frequent items, and sorts them by descending frequencies. Then, such a dataset of frequent items is compressed into a frequent pattern tree, called FP-tree. Finally, FP-Growth recursively mines patterns by dividing the compressed dataset into a set of projected datasets, each associated with a frequent item or a pattern fragment. For each pattern fragment, only its associated conditional dataset has to be examined. The problem of mining frequent itemsets is converted into recursively building and searching trees. In AC-FFP, rule learning is performed in three phases: (i) discretization and fuzzy partitioning, (ii) FCAR mining, and (iii) FCAR pruning. In the following, for the sake of brevity, we introduce just a short description of AC-FFP: more information can be found in [10].

In the first phase, strong triangular fuzzy partitions are defined by exploiting the cut-points generated by the algorithm proposed by Fayyad and Irani [17]. Triangular fuzzy sets are defined by positioning the cores in correspondence to each cut-point and middle point (computed on each pair of adjacent cut-points). As a result, the universe of attribute $X_f$ is discretized into the sequence of $T_f$ fuzzy sets $\{A_{f,1}, \ldots, A_{f,j}, \ldots, A_{f,T_f}\}$.

In the FCAR mining phase, a fuzzy version of the FP-Growth algorithm [12] is used, with two scans of the whole training set; in this fuzzy version, items correspond to fuzzy sets, and the $n$-th object $o_n$ in $TS$ is transformed into the fuzzy object $\tilde{o}_n = (x_n, y_n)$ whose generic $f$-th element $x_{f,n}$ takes the fuzzy value $A_{f,n}(j_{f,n})$, with $j_{f,n} \in [1, \ldots, T_{f,n}]$. Notably, to limit the complexity, in the transformation the original value $x_{f,n}$ is mapped only onto the single fuzzy set with the highest matching degree, denoted as $A_{f,j}$. Two further scans of $TS$ are performed to prune redundant FCARs and to reduce noise: first, AC-FFP prunes FCARs whose values for fuzzy support and confidence are lower than

\(^1\)https://hadoop.apache.org

\(^2\)http://spark.apache.org/

\(^3\)Available at http://samza.apache.org/ and https://flink.apache.org/

\(^4\)Available at http://mahout.apache.org/ and http://spark.apache.org/mllib/
fixed thresholds determined by the expert; then, the algorithm keeps only the FCARs that correctly classify at least one data object.

Finally, the selected FCARs are inserted into the definitive rule base. In performing classification, AC-FFP adopts the weighted vote [29] as reasoning method.

III. THE PROPOSED FUZZY ASSOCIATIVE CLASSIFIER FOR BIG DATA

In this section, we describe the Distributed Fuzzy Associative Classifier based on a Fuzzy Frequent Pattern (DFAC- FFP) mining algorithm. With respect to the very preliminary version presented in a conference paper [16], the DFAC-FFP version described here introduces several novelties: first, an original discretizer is proposed and used for the generation of strong fuzzy partitions; second, we employ an efficient FCAR mining approach for speeding up the execution time; third, we experiment different reasoning methods.

The DFAC-FFP learning process consists of the following procedures:

1) *Distributed Fuzzy Partitioning*: a strong fuzzy partition is directly generated on each continuous attribute using a distributed approach based on fuzzy entropy;

2) *Distributed FCAR Mining*: a distributed fuzzy frequent pattern mining algorithm extracts frequent FCARs with confidence and support higher than a given threshold. This procedure exploits the parallel FP-Growth algorithm discussed in [30].

3) *Distributed FCAR Pruning*: the mined FCARs are pruned by means of two distributed rule pruning phases based on redundancy and training set coverage. The remaining FCARs are kept in the final rule base.

The overall process involves seven MapReduce phases and four scans of the training set. For the sake of clarity, we refer to its implementation on Hadoop.

A. Distributed Fuzzy Partitioning

Fuzzy partitioning of continuous attributes is a critical step in FCAR generation, because of its influence on the overall performance of classifiers. Although the classifier accuracy comes from the concerted use of all its components, this stage of the proposed learning process provides a significant breakthrough in achieving good results.

Here, we introduce a novel supervised fuzzy partitioning algorithm for the generation of strong triangular fuzzy partitions on each continuous attribute: it recursively determines the core of each triangular fuzzy set by choosing the candidate fuzzy partitions that yield the minimal fuzzy entropy, and then splits the continuous attribute domain into two subsets. Similar to the method proposed by Fayyad and Irani [17], the process is repeated for each generated subset until a stopping condition is met. We recall that the proposed methodology is not a plain parameter tuning process. Indeed, a tuning process is usually performed after the identification of a set of parameters: in our case, the parameters of the fuzzy sets are directly generated by means of the proposed fuzzy partitioning algorithm.

The discussion of the fuzzy partitioning approach requires some preliminary definitions. Let $TS_f$ be the projection of the training set $TS$ along attribute $X_f$. We assume the values in $TS_f$ sorted in increasing order. A generic interval $I_f = [l_f, u_f]$ over the universe $U_f$ of $X_f$ contains a set $S_{I_f} = \{x_{f,1}, ..., x_{f,N_{I_f}}\}$ of $N_{I_f}$ distinct values of $TS_f$. A fuzzy partition $P_{I_f}$ on the interval $I_f$ is represented as $P_{I_f} = \{A_{I_{f,1}}, ..., A_{I_{f,j}}|p_{I_f}|\}$, where $|P_{I_f}|$ is the number of fuzzy sets in $P_{I_f}$. Let $S_{I_{f,1}}, ..., S_{I_{f,j}}|p_{I_f}|$ be the subsets of points in $S_{I_f}$ included in the support of $A_{I_{f,1}}, ..., A_{I_{f,j}}|p_{I_f}|$, respectively. The weighted fuzzy entropy $WFEnt(P_{I_f}, I_f)$ of partition $P_{I_f}$ for $I_f$ is defined as

$$WFEnt(P_{I_f}; I_f) = \sum_{j=1}^{n_{I_f,j}} \frac{|A_{I_{f,j}}|}{|S_{I_f}|} FEnt(A_{I_{f,j}})$$ (8)

where $|A_{I_{f,j}}|$ is the fuzzy cardinality of fuzzy set $A_{I_{f,j}}$, $|S_{I_f}|$ is the cardinality of set $S_{I_f}$ and $FEnt(A_{I_{f,j}})$ is the fuzzy entropy of $A_{I_{f,j}}$.

We recall that the fuzzy cardinality of a fuzzy set $A_{I_{f,j}}$ is computed as

$$|A_{I_{f,j}}| = \sum_{i=1}^{N_{I_{f,j}}} \mu_{A_{I_{f,j}}} (x_{f,i})$$ (9)

where $N_{I_{f,j}}$ is the number of points (crisp cardinality) in the subset $S_{I_{f,j}}$ and $\mu_{A_{I_{f,j}}} (x_{f,i})$ is the membership degree of example $x_{f,i}$ to fuzzy set $A_{I_{f,j}}$. The fuzzy entropy of $A_{I_{f,j}}$ is defined as

$$FEnt(A_{I_{f,j}}) = - \sum_{i=1}^{L} \frac{|S_{C_{i}}|}{|A_{I_{f,j}}|} \log_2 \left( \frac{|S_{C_{i}}|}{|A_{I_{f,j}}|} \right)$$ (10)

where $S_{C_{i}}$ is the set of examples in $S_{I_{f,j}}$ with class label equal to $C_{i}$ and $L$ is the total number of class labels.

Given an initial fuzzy partition $P_{I_f}$ and a new generated partition $P_{I_f}$, both defined on $I_f$, we can state that $P_{I_f}$ can replace $P_{I_f}$ if and only if:

$$FGain(P_{I_f}; I_f) > \frac{\log_2 (|S_{I_f}| - 1)}{|S_{I_f}|} + \frac{\Delta(P_{I_f}; I_f)}{|S_{I_f}|}$$ (11)

where

$$FGain(P_{I_f}; I_f) = WFEnt(P_{I_f}; I_f) - WFEnt(\overline{P}_{I_f}; I_f)$$ (12)

$$\Delta(P_{I_f}; I_f) = \log_2 (3Lf - 2) - \left[ \sum_{j=1}^{n_{I_{f,j}}} \tilde{L}_{f,j} \cdot FEnt(A_{I_{f,j}}) - \sum_{j=1}^{n_{I_{f,j}}} \tilde{L}_{f,j} \cdot FEnt(A_{I_{f,j}}) \right]$$ (13)

and $\tilde{L}_{f,j}$ and $L_{f,j}$ are the number of labels represented in the sets $\overline{S}_{I_{f,j}}$ and $S_{I_{f,j}}$, respectively.

Algorithm 1 shows the main steps of the proposed recursive fuzzy partitioning algorithm.

The recursive procedure CreateFuzzyPartition returns the
Algorithm 1 Fuzzy Partitioning

Require: \( I_f, u_f, S_{I_f}, \tilde{P}_{I_f} \)
1: procedure CREATEFUZZYPARTITION(in: \( l_f, u_f, S_{I_f}, \tilde{P}_{I_f} \))
2: \( (x_f^{(best)}, \tilde{P}_{I_f}) \leftarrow \text{DETERMINEBESTPARTITION}(S_{I_f}, l_f, u_f) \)
3: if STOPPINGCONDITION(\( P_{I_f}, P_{I_f} \)) then
   return \( P_{I_f} \)
4: end if
5: \( P_{I_f,1} \leftarrow \text{CREATEFUZZYPARTITION}(l_f, x_f^{(best)}, S_{I_f}, P_{I_f}) \)
6: \( P_{I_f,2} \leftarrow \text{CREATEFUZZYPARTITION}(x_f^{(best)}, u_f, S_{I_f}, P_{I_f}) \)
7: \( P_{I_f} \leftarrow \text{MERGEFUZZYPARTITIONS}(P_{I_f,1}, P_{I_f,2}) \)
8: return \( P_{I_f} \)
9: end procedure

The proposed fuzzy partitioning algorithm follows a top-down approach, and starts with an initial interval \( I_f \equiv \mathcal{U}_f \) corresponding to the universe of \( X_f \), and an initial partition \( \tilde{P}_I \) with just one fuzzy set with membership degree equal to 1 throughout \( I_f \). The initial \( S_{I_f} \) coincides with \( TS_f \).

At the end of the overall partitioning, a strong fuzzy partition \( P_f \) is defined for the universe of each input variable \( X_f \). When the stopping condition is met at the first call of \text{CreateFuzzyPartition}, \( X_f \) cannot be significantly partitioned any more, thus it is discarded in any successive computation.

The complexity of the algorithm depends on the number of candidate fuzzy partitions evaluated in each interval. In fact, a candidate fuzzy partition has to be generated for each value in the interval, and the relative weighted fuzzy entropy has to be computed as well. When dealing with huge amounts of data, this approach leads to excessively long runtimes. To tackle this problem, for each attribute \( A_f \) we consider only a set of representative values instead of the complete \( TS_f \). Such values are computed by performing a binning of \( U_f \), and taking the bin boundaries as representative values. To this aim, the class distribution for each bin is calculated, considering the number of actual values belonging to the different classes in each bin. It is worth noticing that the calculation of the class distributions has to be carried out only once.

The complete distributed fuzzy partitioning process requires two MapReduce steps (see Figure 3). The training set is split in \( Z \) blocks, and \( Z \) mappers are used as well, so that each block would feed one single map-task.

![Fig. 2. An example of the two intervals generated by the DetermineBestPartition procedure.](image)

![Fig. 1. An example of candidate fuzzy partition defined on \( x_{q,f} \).](image)

The StoppingCondition procedure just checks whether partition \( P_{I_f} \) can replace partition \( \tilde{P}_{I_f} \) according to the condition on the fuzzy information gain (Eq. 11). If not, partition \( \tilde{P}_{I_f} \) is returned. Otherwise, the interval \( I_f \) is split in the two intervals \( I_{f,1} = [l_f, x_f^{(best)}] \) and \( I_{f,2} = (x_f^{(best)}, u_f) \), and the process is recursively applied to them.

Notice that when \text{CreateFuzzyPartition} is recursively called on \( I_{f,1} \) and \( I_{f,2} \), the input initial partitions \( \tilde{P}_{I_{f,1}} \) and \( \tilde{P}_{I_{f,2}} \) are set equal to \( \tilde{P}_{I_f} \) as bound, respectively, on \( I_{f,1} \) and \( I_{f,2} \). This means that in \( I_{f,1} \) and \( I_{f,2} \) the initial partitions are composed by just two triangular fuzzy sets with cores at the interval endpoints, as shown in Figure 2.

The two recursive calls of \text{CreateFuzzyPartition} return two adjacent partitions, namely \( P_{I_{f,1}} \) and \( P_{I_{f,2}} \), that share \( x_f^{(best)} \) as a common core. The procedure \text{MergeFuzzyPartition} is devoted to merge the last fuzzy set and the first fuzzy set of the two adjacent partitions into a unique triangular fuzzy set and generates the final partition \( P_{I_f} \) (line 8).

The first MapReduce step is the Distributed Bin Generation, aimed at bounding the number of candidate fuzzy partitions to be evaluated. This goal is achieved by binning the universes of the continuous attributes. Each \text{Mapper}_z, working only on its relative \text{Block}_z, for each continuous attribute sorts the
values and identifies bins over them by including in each bin a number of instances equal to a given percentage $\gamma$ of the data block (in our experiments, we set $\gamma = 0.1\%$). At most $\Gamma = 100/\gamma + 1$ bin boundaries of these equi-frequency bins are obtained as output. Then, all the bin boundaries relative to each attribute $X_f$ produced by all the mappers are grouped together so that a reducer can sort them in increasing order and output a key-value pair $\langle$key,$f$,value:$B_f\rangle$, where $B_f$ is the sorted list of the bin boundaries for $X_f$. The number of bin boundaries for attribute $X_f$ relative to the whole TS is at most equal to $\Omega_f = \Gamma \cdot \Gamma$. Given the simplicity of these operations, the relative pseudocode is not reported.

The second MapReduce step, named Distributed Fuzzy Sets Generation, obtains the fuzzy partitioning of each attribute $X_f$ on the basis of the relative bin boundaries provided as input. Each mapper, for each bin of each attribute, counts the number of instances belonging to the different classes. Subsequently, each reducer generates, for each attribute, a strong fuzzy partition by using the presented fuzzy partitioning method and taking all the calculated bin boundaries as candidate central cores. The fuzzy entropy is always calculated by using the distribution of classes in each bin.

Algorithm 2 Mapper and Reducer in Distributed Fuzzy Sets Generation

Require: TSsplit into $Z$ Block$_z$, Matrix $B$ containing, for each row, a list of sorted bin boundaries $B_j$.
1: procedure MAPPER(in: Blocks$_z$, B, L)
2: $W_{f,j} \leftarrow$ create $F$ vectors according to each $B_j$ and $L$
3: for each $x_n$ in Blocks$_z$ do
4: for each continuous attribute $X_f$ do
5: $W_{f,j} \leftarrow$ update frequency according to $x_{f,n}$
6: end for
7: end for
8: for each continuous attribute $X_f$ do
9: output $\langle$key,$f$,value:$W_{f,j}\rangle$
10: end for
11: end procedure

12: procedure REDUCER(in: $f$, list($W_{f,j}$), $B_j$)
13: $W_f \leftarrow$ element-wise sum of list($W_{f,j}$)
14: $P_f \leftarrow$ compute Fuzzy Partitioning with $W_f$ and $B_j$
15: output $\langle$key,$f$,value:$P_f\rangle$
16: end procedure

More in detail (see Algorithm 2), each Mapper first loads the $z$-th block of TS and for each $X_f$, initializes a vector $W_{f,j}$ of $\Omega_f - 1$ elements (line 2). Each vector element $W_{f,j,r}$ corresponds to the bin $[b_{j,r}, b_{j,r+1}]$ and contains an $L$-element vector that stores, for each of the $L$ classes, the number of instances belonging to the $r$-th bin in Block$_z$. Then, for each object of the block, the Mapper updates $W_{f,j}$ (line 5) and finally outputs a key-value pair $\langle$key,$f$,value:$W_{f,j}\rangle$. Each Reducer is fed the list $\text{List}(W_{f,j})$ with $Z$ vectors $W_{f,j}$ and it first creates a vector $W_f$ of $\Omega_f - 1$ elements by performing an element-wise sum of all $Z$ vectors $W_{f,j}$. Thus, $W_f$ stores the frequency of each class in every bin for $X_f$. Then, the Reducer generates candidate fuzzy partitions (line 14) upon bin boundaries by computing the weighted fuzzy entropy using $W_f$. Space and time complexities of the Map phase are $O\left(\frac{N}{\Gamma^2} \cdot N/Z\right)$ and $O\left(N \cdot \log(\Omega_f)/\Gamma\right)$, respectively. Space and time complexities for each reducer are $O\left(\frac{Z}{\Gamma} \cdot (\Omega_f - 1)\right)$ and $O\left(\frac{Z}{\Gamma} \cdot (2 \cdot \max(T_f) - 3) \cdot (\Omega_f - 1)^2\right)$, respectively, where $\max(T_f)$ is the maximum number $T_f$ of fuzzy sets generated for an attribute.

B. The Distributed FCAR Mining Approach

The distributed FCAR mining approach extracts, for each class label, the $K$ non-redundant FCARs with the highest confidence; its implementation is based on the Parallel FP-Growth (PFP-Growth) proposed by Li et al. [30].

The PFP-Growth algorithm uses three MapReduce phases to generate frequent patterns. In the first phase, it counts the support values for all the dataset items. In the second phase, each node builds a local and independent tree and recursively mines the frequent patterns from it. Such a subdivision requires the whole dataset to be projected onto different item-conditional datasets. An item-conditional dataset $TS_{j,f}$, also called item-projected dataset, is a dataset restricted to the objects where the specific item $IT_{f,j}$ occurs. In each object of $TS_{j,f}$, named item-projected object, the items with support smaller than $IT_{f,j}$ are removed, and the others are sorted according to the descending support order. Since the FP-tree building processes are independent of each other, all the item-projected datasets can be distributed over the nodes and processed independently. In the last phase, the algorithm aggregates the previously generated results and, for each item, selects only the highest supported patterns. As shown by empirical studies, the PFP algorithm achieves a near-linear speedup [30].

We adapted the PFP-Growth algorithm to generate frequent FCARs with high fuzzy confidence. As shown in Figure 4, the overall FCAR mining process consists of three MapReduce phases: (i) Distributed Fuzzy Counting, (ii) Distributed Fuzzy FP-Growth, and (iii) Distributed Rules Selection.

The Distributed Fuzzy Counting phase (detailed in Algorithm 3) scans the dataset and counts both the fuzzy support for selecting the frequent fuzzy sets, and the number of occurrences of each class label. A fuzzy set is frequent if its fuzzy support is higher than a minimum threshold $\text{minSupp}$ fixed by the expert. The fuzzy support of each fuzzy set $A_{f,j}$ is defined as:

$$\text{fuzzySupp}(A_{f,j}) = \frac{\sum_{n=1}^{N} \mu_{f,j}(x_{f,n})}{N} \quad (15)$$

where $x_{f,n}$ is the value of the $f$-th attribute in $x_n$. The same equation can be used also to deal with class labels, as the label is considered as the $(F+1)$-th attribute, i.e. $A_{F+1,j} \equiv C_j$: in this case, with crisp sets, $\mu_{F+1,j}(x_{F+1,n})$ equals either 1 or 0.

As usual, Mapper$_z$ is fed $\text{Block}_z$, whose $r$-th object is indicated as $x_v = (x_r, y_r)$. For each fuzzy set $A_{f,j} \in \text{P}_f$, Mapper$_z$ outputs a key-value pair $\langle$key:$A_{f,j}$,value:$\mu_{f,j}(x_{f,r})\rangle$ (line 4), where $\mu_{f,j}(x_{f,r})$ is the membership degree of the $f$-th component of $x_r$ to the $j$-th fuzzy set of partition $\text{P}_f$; only fuzzy sets with matching degree $> 0$ are considered. Since strong partitions are used, at most $2F$ values can be associated to each $x_r$. The mapper outputs also the pair $\langle$key:$y_r$,value:1$.\rangle$. The reducer, for each key, is fed a list with the corresponding membership values, and outputs $\langle$key:$A_{f,j}$,value:$\text{fuzzySupp}(A_{f,j})\rangle$, where $\text{fuzzySupp}(A_{f,j})$ is calculated according to the Eq. 15. Notably, whenever
Algorithm 3 Distributed Fuzzy Counting

Require: TS split into Z Blockz. Pf be the fuzzy partition defined in Xf
1: procedure MAPPER(in: Blockz, Pf)
2: for each object αε = (xj, yj) in Blockz do
3: for each attribute Xf do
4: output (key:Af,j,value:μf,j(xf,r))
5: end for
6: output (key: y, value: 1)
7: end for
8: end procedure

Distributed Fuzzy Counting

Algorithm 4 Distributed Fuzzy FP-Growth

Require: TS split into Z Blockz. Flist
1: procedure MAPPER(in: Blockz, Flist)
2: for each object αε = (xj, yj) in Blockz do
3: xe ← create empty list
4: for each attribute Xf do
5: Af,j ← get fuzzy sets with the highest matching degree for xf,r
6: if Af,j is in Flist then
7: xe ← insert Af,j
8: end if
9: end for
10: xe ← sort xe according to Flist
11: for p ← 0 to |xe| - 1 do
12: output (key:x[p], value:(x[0], ..., x[p], y[p]))
13: end for
14: end procedure
15: procedure REDUCER(in: Af,j, list(μf,j(xf,r)))
16: fuzzySupp(Af,j)← compute fuzzy support according Eq.15
17: output (key:Af,j, value:fuzzySupp(Af,j))
18: end procedure

Fig. 4. The FCAR Mining process, part of the DFAC-FPP algorithm.
by the default partition function hash(key) mod R, which
tries to evenly distribute the jobs by making each reducer
to build \( \left\lfloor \left\lceil \frac{|FpTrie_{ij}|}{R} \right\rceil \right\rfloor \) local conditional FP-Trees, where \(|FpTrie_{ij}|\) is
the number of frequent items. However, this strategy does not
necessarily guarantee a perfect load balancing. In fact, the
time complexity for rule mining out of a single FP-tree is exponen-
tial on the longest frequent path in such a tree [31]. In case of a
large number of frequent items, the conditional FP-trees corre-
sponding to the items with the smallest support are very deep,
since they consider in their paths almost all the frequent items.
Thus, datasets involving a small number of attributes can
be easily managed, but conversely runtimes may excessively
increase as the number of attributes becomes very large. Let
\(|FpTree_{ij}|\) be the space required to store the \( A_{ij} \)-conditional
FP-Tree, and \(|FPGrowth_{ij}|\) the time necessary to mine rules
from the \( A_{ij} \)-conditional FP-Tree, then space and time
complexities of each reducer are \( O\left(\left\lfloor \frac{|FpTree_{ij}|}{R} \right\rceil \right)\)
and \( O\left(\left\lfloor \frac{|FpTree_{ij}|}{R} \right\rceil \cdot |FPGrowth_{ij}|\right)\), respectively.

A pre-pruning strategy is used to speed up the FCAR
mining process in dealing with big data, by avoiding the
inspection of sub-trees that likely lead to redundant FCARs.
Some preliminary definitions are needed: a rule \( FCAR_m \) is
more significant than \( FCAR_s \) if and only if:

1. \( \text{conf}(FCAR_m) > \text{conf}(FCAR_s) \)
2. \( \text{conf}(FCAR_m) = \text{conf}(FCAR_s) \) AND \( \text{supp}(FCAR_m) > \text{supp}(FCAR_s) \)
3. \( \text{conf}(FCAR_m) = \text{conf}(FCAR_s) \) AND \( \text{supp}(FCAR_m) = \text{supp}(FCAR_s) \) AND
   \( \text{RL}(FCAR_m) < \text{RL}(FCAR_s) \)

where \( \text{conf}(\cdot) \), \( \text{supp}(\cdot) \), and \( \text{RL}(\cdot) \) indicate confidence, support,
and rule length. A rule \( FCAR_m : F\text{ant}_m \rightarrow C_{lm} \) is more
general than \( FCAR_s : F\text{ant}_s \rightarrow C_{ls} \), if and only if \( F\text{ant}_m \subseteq F\text{ant}_s \). A fuzzy rule \( FCAR_s \) is pruned in case there exists an
\( FCAR_m \) more significant and more general than \( FCAR_s \).

The rules mined by the FP-Growth algorithm (line 18) are
more and more specialized as the recursive visit of an \( A_{ij} \)-
conditional FP-tree goes deeper. We stop the visit of an FP-
tree at a specific node \( i \) if, visiting two further nodes, the rules
generated at such nodes are not more significant than the rule
generated at node \( i \). Let us assume that \( FCAR_m : F\text{ant}_m \rightarrow C_{lm}, FCAR_s : F\text{ant}_s \rightarrow C_{ls} \), and \( FCAR_d : F\text{ant}_d \rightarrow C_{ld}, \)
with \( F\text{ant}_s = \{ F\text{ant}_m, A_{ij} \} \) and \( F\text{ant}_d = \{ F\text{ant}_s, A_{ij} \}, \)
where \( A_{ij} \) and \( A_{ij} \) are frequent items for the \( F\text{ant}_s \) and
\( F\text{ant}_d \) antecedents, respectively. We stop the generation of
other rules with sub-pattern \( F\text{ant}_s \) and only if:

\[
\text{conf}(FCAR_d) - \text{conf}(FCAR_s) \leq 1 - \frac{\text{supp}(FCAR_d)}{\text{supp}(FCAR_s)} \quad \text{AND} \quad \text{conf}(FCAR_s) - \text{conf}(FCAR_m) \leq 1 - \frac{\text{supp}(FCAR_s)}{\text{supp}(FCAR_m)}
\]

The pre-pruning method does not evaluate Eq. 17 for rules
with one or two antecedents, and for those generated from
\( F\text{ant}_d \) whose class is different from \( FCAR_d \). In this way, we
avoid to visit the FP-tree paths likely leading to redundant
rules. Notably, such paths would be pruned in the next steps
anyway. This modification of FP-Growth let us significantly
reduce the execution time of the mining process and, thus,
let us reduce the \( \text{minSupp} \) threshold. In this way, highly
confident and specialized rules with a small support can be
generated. In our experiments, we have verified that this pre-
pruning yields a good trade-off between execution time and
accuracy of the generated classifiers.

The next MapReduce phase, named Distributed Rule Se-
lection, is aimed at keeping sufficiently low the number of
rules in the final rule base, by selecting only the top \( K \) non-
redundant rules for each class label \( C_l \). Each mapper is fed
the block containing the extracted rules, and outputs a pair
\( (\text{key}:C_{lm}, \text{value}:FCAR_m) \), where \( C_{lm} \) is the class label associ-
ated with \( FCAR_m \). Each reducer processes all the rules with
the same class label, say \( \text{list}(FCAR_C_l) \), and selects the best
\( K \) significant non-redundant rules. For each of these \( K \) rules
the reducer outputs a pair \( (\text{key}:\text{null}, \text{value}:FCAR_m) \); thus, the
process outputs at most \( K \cdot L \) rules. Space and time complexi-
ties of each reducer are \( O(K) \) and \( O\left(\left\lfloor \frac{|FCAR_C_l|}{L} \cdot \log(K)\right\rceil\right)\),
where \( |FCAR_C_l| \) is the number of generated rules by the
Distributed Fuzzy FP-Growth phase for \( C_l \).

C. Distributed Pruning

The mined FCARs are pruned (see Figure 5) mainly to
reduce noisy information. At this stage, TS has to be scanned
two further times.

Fig. 5. The overall FCAR Pruning process of the DFAC-FFP algorithm.

The first scan is aimed to check whether, for each rule
\( FCAR_m \), the relative confidence and fuzzy support are lower
than the \( \text{minConf} \) and \( \text{minFuzzySupp}_m \) thresholds, where
\( \text{minFuzzySupp}_m \) is calculated as

\[
\text{minFuzzySupp}_m = \text{minSupp} \cdot 0.5^{|m| - 1}
\]

where \( \text{minSupp} \) is the minimum support determined by the
expert, and \( |m| \) is the rule length of \( FCAR_m \). In practice, the
\( \text{minFuzzySupp}_m \) threshold corresponds to \( \text{minSupp} \) adapted to
the number of conditions, so as to take into account the effect
of the product \( t \)-norm as conjunction operator. The pseudocode
for these operations is reported in Algorithm 5.

As usual, each Mapper is fed Block. of TS. Moreover,
each mapper loads the rules previously mined, rank them, and,
computes the matching degree \( w_m(x_r) \) of each rule \( FCAR_m \)
for \( x_r \) according to Eq. 3. We recall that in our experiments
we have exploited the product \( t \)-norm for implementing the
conjunction operator. For each \( FCAR_m \) with matching degree
\( > 0 \), the mapper outputs the pair \( (\text{key}:m, \text{value}:w_m(x_r)) \),
Algorithm 5 Distributed Pruning based on Fuzzy Support and Confidence

Require: TS split into Z blocks, FCARlist be a list of rules sorted according to Eq. 16
1: procedure MAPPER(in: Block2, FCARlist)
2: for each object \( \alpha = (x_r, y_r) \) in Block2 do
3: for each FCAR in FCARlist do
4: \( w_m(x_r) \leftarrow \text{compute matching deg as per Eq. 3} \)
5: if \( y_r = C_m \) then
6: output \((\text{key:m, value: } w_m(x_r))\)
7: else
8: \((\text{key:m, value: } -w_m(x_r))\)
9: end if
10: end for
11: end for
12: end procedure
13: procedure REDUCER(in: m, list(w_m), FCARlist)
14: FCAR_m \leftarrow \text{update support according to list(w_m) and Eq. 4}
15: FCAR_m \leftarrow \text{update confidence according to list(w_m) and Eq. 5}
16: if FCAR_m is not pruned then
17: output \((\text{key:null, value:FCAR_m})\)
18: end if
19: end procedure

where \( m \) corresponds to the index of FCAR_m in FCARlist. Note that since FCARlist is sorted according to the Eq. 16, \( m \) corresponds also to the rank of the rule. When the class label \( C_m \) of rule FCAR_m is not \( y_r \), Mapper_z outputs the negative value \(-w_m(x_r)\) (line 5), thus enabling the downstream reducer to properly compute the fuzzy support and the fuzzy confidence. More precisely, each reducer takes a pair \((\text{key:m, value: } list(w_m))\), where \( list(w_m) \) is the list of all non-zero matching degrees for FCAR_m. The fuzzy support and the fuzzy confidence are calculated according to Equations 4 and 5, where the numerators of both equations are computed by considering only the positive \( w_m \), and the denominator of the second one is computed by considering the absolute value of each element in \( list(w_m) \). Finally, each reducer produces (line 17) only FCARs with confidence and support higher than \( \minConf \) and \( \minFuzzySupp \), respectively (line 16). Space and time complexities of each map-task are \( O\left(\left\lceil \frac{N}{Z} \right\rceil \cdot K \cdot L\right) \).

The last step of the pruning process is a training set coverage analysis. Algorithm 6 shows the pseudo code of Distributed Pruning based on Fuzzy Training Set Coverage phase.

Mapper_z loads both the associated Block_z and the filtered rule set just generated. We underline that rules are ranked and placed in FCARlist in descending order according to their fuzzy confidence, fuzzy support, and length. Moreover, like in AC-FFP, each object \( \alpha \), is associated with a counter of FCAR matches. The mapper scans the rule list to determine, for each object \( \alpha \), how many FCARs are matched on \( x_r \); only rules whose matching degree is higher than the fuzzy matching degree threshold \( \bar{w}_m = 0.5^{g_m-1} \), where \( g_m \) is the rule length of FCAR_m, are taken into account (line 6). If FCAR_m correctly classifies \( x_r \) (line 8), the mapper outputs a pair \((\text{key:m, value: } null)\), where the key is the rank of the FCAR_m. When the counter of FCAR matches is higher than a coverage threshold \( \delta \), the corresponding object is not considered anymore. The key-value pair \((\text{key:m, value: } null)\) is used to feed the reducer, which gets the rule from the ranked list and outputs \((\text{key: } null, \text{ value:FCAR_m})\). Finally, the rules survived to the last pruning steps are inserted into the rule base and exploited to classify new unlabeled patterns. Space and time complexities of Mapper_z are \( O\left(\left\lceil \frac{N}{Z} \right\rceil \cdot K \cdot L\right) \).

D. Classification stage

The distributed approach described in the previous sections generates a set of FCARs and, for all the continuous attributes, the fuzzy partitions to be used in the fuzzy rules. In the classification phase, generally multiple rules are activated by an unlabeled instance, and a proper reasoning method to choose a unique classification label has to be adopted. In the experiments discussed here later, we employ both the weighted vote and the maximum matching reasoning methods. Since we adopt the product t-norm as conjunction operator, rules with a higher number of conditions in the antecedent generally have a lower matching degree than rules with a lower number of conditions. Hence, more general rules are more influential than specific ones. To re-balance the influence of rules, for a given input pattern \( \hat{x} = [\hat{x}_1, \ldots, \hat{x}_F] \) and a given rule FCAR_m, we compute a normalized matching degree

\[
\hat{w}_m(\hat{x}) = w_m(\hat{x}) \cdot 2^{g_m} \tag{19}
\]

where \( g_m \) is the rule length of FCAR_m. In case \( \hat{x} \) activates no rule, the input pattern is classified as unknown.

The quality of fuzzy association rules is mainly driven by the confidence value. Even though both the maximum matching and the weighted vote methods employ such a value as certainty factor, rules with high confidence might not be properly rewarded. For instance, the maximum matching tends to select rules characterized by higher association degrees, and the weighted vote considers the contribution of each rule, low-confidence rules included. On the other hand, a rule with 100% confidence should be always selected for the classification, independently of the vote/or the activation degree of the other rules; rules of this kind are very representative of the training
set, because in the learning phase their activation always corresponds to a correct classification on their behalf.

To hopefully improve the accuracy of our fuzzy associative classifier, yet another reasoning method named best rule has been tested. Rules are sorted in decreasing order according to their confidence, support, and length. For an unlabelled pattern $\hat{x}$, we select the class label $C_i$ indicated by the first rule with $\hat{w}_m(\hat{x})$ greater than a given threshold.

In our experiments, we adopted both 1 and 0 as threshold values. With the first threshold, a rule is considered only when on average the membership degree of each fuzzy set in the rule antecedent is $\geq 0.5$; this therefore helps in filtering out the rules not representative for $\hat{x}$. On the other hand, threshold 0 allows considering any rule activated by instance $\hat{x}$.

IV. EXPERIMENTAL STUDY

To characterize the behavior of the proposed approach for generating fuzzy associative classifiers for big data, the experimental study focuses on two aspects. First, we investigate the performance of DFAC-FFP in terms of classification accuracy, model complexity, and computation time. Then, we carry out a general scalability analysis, aimed at showing how the characteristics of the underlying hardware platform actually affect the algorithm runtime and thus its practical use with real big datasets.

We tested our algorithm on six well-known big datasets, extracted from the UCI\(^5\) and LIBSVM\(^6\) repositories. As summarized in Table I, datasets are characterized by different numbers of input/output instances (up to 11,000,000), classes (from 2 to 23), and attributes (up to 54)\(^7\). For each dataset, we report the number of numeric (N) and categorical (C) attributes. For all algorithms, a five-fold cross-validation, using the same data partitions, has been carried out.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Instances</th>
<th># Attributes</th>
<th># Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cover Type (COV)</td>
<td>581,012</td>
<td>54 (10 N, 44 C)</td>
<td>2</td>
</tr>
<tr>
<td>HIGGS (HIG)</td>
<td>11,000,000</td>
<td>28 (28 N)</td>
<td>2</td>
</tr>
<tr>
<td>KDDCup 1999 (KDD99)</td>
<td>4,898,431</td>
<td>41 (26N, 15C)</td>
<td>23</td>
</tr>
<tr>
<td>KDD99 restricted to 2 Classes (KDD99(_2))</td>
<td>4,856,151</td>
<td>41 (26N, 15C)</td>
<td>2</td>
</tr>
<tr>
<td>KDD99 restricted to 5 Classes (KDD99(_5))</td>
<td>4,898,431</td>
<td>41 (26N, 15C)</td>
<td>5</td>
</tr>
<tr>
<td>Susy (SUS)</td>
<td>5,000,000</td>
<td>18 (18 N)</td>
<td>2</td>
</tr>
</tbody>
</table>

All the experiments have been run over a typical low-end system testbed for supporting the target classification service: a small cluster comprising one master node with a 4-core CPU (Intel Core i5 CPU 750 x 2.67 GHz), 4 GB of RAM and a 500GB Hard Drive, and four slave nodes each with 4-core CPU with Hyperthreading (Intel Core i7-2600K CPU x 3.40 GHz), 16GB of RAM and 1 TB Hard Drive. All the nodes are connected by a Gigabit Ethernet (1 Gbps) and run Ubuntu 12.04. The algorithm has been deployed upon Apache Hadoop 1.0.4: the master hosts the NameNode and JobTracker processes, while each slave runs a DataNode and a TaskTracker.

A. Performance Analysis of DFAC-FFP

In this section, we first show the results obtained by DFAC-FFP. We have found that the DFAC-FFP accuracy is comparable with those achieved by recent state-of-the-art similar distributed associative classifiers; a discussion on the results achieved by MRAC and MRAC+ [15] will substantiate this claim.

MRAC is a distributed extension of the well-known CMAR [32] algorithm and its learning procedure consists of three main phases: 1) discretization is carried out through a MapReduce implementation of the approach proposed by Fayyad and Irani [17]; 2) a parallel, specialized version of the FP-growth algorithm [30] extracts significant, frequent CARs; 3) the final rule base is obtained upon the application of two rule pruning steps. In classification, MRAC uses the weighted chi-squared as reasoning method. MRAC+ represents an enhanced version of MRAC, intended to improve both accuracy and execution time; as reasoning mechanism, MRAC+ employs a crisp version of the best rule. Both algorithms have shown to be very effective in comparison with two distributed implementations of well-known classifiers, namely Decision Tree and Random Forest. In particular, the experimental study shows that MRAC+ outperforms the Decision Tree and achieves comparable results with Random Forest in terms of accuracy and execution time.

Table II summarizes the parameters used for learning the three associative classifiers. Results for MRAC and MRAC+ have been taken from the related paper [15]. The MinConf value guarantees that rules with the same antecedent but different consequents would not co-exist in the final rule base.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFAC-FFP</td>
<td>$\gamma = 0.1%, \phi = 2%, \text{MinSupp} = 0.01%$</td>
</tr>
<tr>
<td>MRAC+</td>
<td>$\text{MinConf} = 50%, \text{Min}$ $\chi^2 = 20%, K = 15000, \delta = 4$</td>
</tr>
<tr>
<td>MRAC</td>
<td>$\gamma = 0.1%, \phi = 2%, \text{MinSupp} = 0.01%$</td>
</tr>
</tbody>
</table>

Table III reports, for each dataset and for each algorithm, the average accuracy $\pm$ its standard deviation, both on the training ($\text{Acc}_{T\text{-}}$) and test ($\text{Acc}_{T\text{+}}$) sets. The highest accuracy values for each dataset are shown in bold. Regarding DFAC-FFP, we also show, for each dataset, the average number of fuzzy sets ($FS$) generated by the distributed fuzzy partitioning method for the continuous attributes. Moreover, we report also the results for each of four experimented reasoning methods (see Section II-A); here $WV$, $MM$, $BFR(0)$, and $BFR(1)$ stand for Weighting Vote, Maximum Matching, Best Rule with no threshold and Best Rule with threshold equal to 1, respectively.
Table III shows that, for the different versions of the KDD dataset, accuracy is not influenced very much by the reasoning method. Indeed, for these datasets all the rules have a confidence higher than 99.6%, thus, regardless of the used reasoning method, more or less the same rules are always chosen for the actual classification. Regarding the SUS dataset, the best result is achieved with the BRF(1) reasoning method: this is due to the fact that the generated rule bases contain, on average, 28% and 64.6% of rules with confidence higher than 90% and 80%, respectively. Finally, considering the COV and HIG datasets, the highest accuracies are obtained with the WV reasoning method; in these cases, the number of rules with very high confidence is limited, and most of the rules are not able to satisfactorily represent the training set. Thus, a reasoning method that relies on all the rules is more suitable than an approach that considers only one rule for classification.

The BRF reasoning method whenever a significant portion of high-confidence rules are present in the final rule base. If most of the rules are high-confidence ones, the chosen reasoning method does not affect the outcomes. In all the other cases, the weighted vote should be preferred.

As regards the accuracy level, Table III highlights that, on average, DFAC-FFP outperforms MRAC and MRAC+ in all datasets, both on training and test sets. On the other hand, DFAC-FFP and MRAC+ achieve similar accuracies on 4 datasets, while on COV dataset MRAC+ performs better than DFAC-FFP and on HIG dataset DFAC-FFP with WV outperforms MRAC+. In general, we can state that the proposed method delivers similar or better accuracies than two recent associative classifiers for big data. This is mainly due to the ability of fuzzy sets to manage uncertainty.

The DFAC-FFP results have also been compared to those achieved by Chi-FRBCS-BigData [18], which is the state-of-the-art algorithm for generating fuzzy rule-based classifiers for big data. The average accuracies on the test set achieved by this algorithm are 51.25, 55.89, 99.93, 96.30, 99.61 and 55.75 for the COV, HIG, KDD99_2, KDD99_5, KDD99 and SUS datasets, respectively. The proposed DFAC-FFP clearly outperforms Chi-FRBCS-BigData.

Before discussing other aspects, we would like to highlight the role of the proposed discretizer stage in getting the reported performance figures. Using the SUS dataset, we observed that substituting this stage with procedures, which create uniform fuzzy partitions with 3 and 5 fuzzy sets, leads to accuracies always more than 9% worse than those reported in Table III. Moreover, procedures, which generate the fuzzy partitions by adopting a crisp version of the proposed discretizer and place a triangular fuzzy set in each cut point, obtain accuracies always more than 1.2% worse than those in Table III.

By analyzing the results shown in Table IV, we realize that the complexities, expressed in terms of average number of rules of the models generated employing the DFAC-FFP are much lower than the complexities associated with both MRAC+ and MRAC. In particular, the number of rules of DFAC-FFP is typically one order of magnitude lower than MRAC+ and of the same order of magnitude of MRAC. In conclusion, the fuzzy associative classifiers generated by the proposed approach are characterized by a lower number of parameters (rules) than the ones generated by the two recent algorithms, which generate crisp rule-based classifiers. On the other hand, even though DFAC-FFP employs a lower number of rules than both MRAC and MRAC+, the generated models are not still very interpretable. However, since the activated rules usually contain a few conditions (at most four or five on average for all datasets), we can affirm that a reasoning method such as the “best rule,” which considers one single rule, can provide a very interpretable explanation for each conclusion. Thus, even though the number of rules is still quite large in the final rule base, we can consider that, for each unlabeled
A precise runtime characterization can be useful to spot out possible system bottlenecks. For this reason, we investigate also how the different phases affect the performance of the overall algorithm.

The prime measure used to assess scalability is the classical speedup index $\sigma$, which compares the runtime of the parallel implementation to the corresponding sequential version. Operating with large-sized datasets, the sequential implementation of the algorithm would take an unreasonable time to be executed. To overcome this drawback, we adopt a slightly different definition [15], taking as reference a run over $Q^*$ identical cores, with $Q^* > 1$. In particular, the speedup formula on $n$ CUs can be redefined as $\sigma_{Q^*}(q) = Q^* \cdot \tau(q)/\tau(q)$, where $\tau(q)$ is the runtime using $q$ CUs, and $Q^*$ is the number of CUs used to run the reference execution. Obviously, $\sigma_{Q^*}(q)$ makes sense only for $q \geq Q^*$, where the speedup is expected to be sub-linear due to the overhead from the Hadoop procedures, the contention of shared resources among cores, and the increased communication times. In our experiments, we have taken $Q^* = 8$ and performed several executions, varying the number of CUs, with $q \geq 8$. To avoid unbalanced loads, we have kept the same number of running cores per node, varying the number of slave nodes in the cluster. Practically, we have recorded the runtimes of each experiment, starting from 1 to 4 slave nodes (from 8 to 32 cores).

Table VI summarizes the results on the SUS dataset. Similar results can be recorded with the other datasets. By default in Hadoop the number $Z$ of mappers is automatically determined by the HDFS block size. Only $q$ mappers can be run simultaneously without preemption, and the rest $(Z - q)$ are queued to wait for the next available CU. Thus, in the ideal case of the same execution time for all the mappers, the map phase for each MapReduce stage would require $\lceil \frac{Z}{q} \rceil$ iterations. In case $Z \leq q$, the global runtime is driven by the slowest mapper. Regarding the SUS dataset, Hadoop instantiates 36 mappers; thus the number of iterations is 5, 3, 2, and 2 over 8, 16, 24, and 32 cores, respectively. The same considerations apply to the reduce phase. In this case, the number $R$ of reducers is user-defined and in our experiments we have assigned $R$ to the number of available cores, with the only exception of the Distributed Fuzzy $FP$-Growth phase where, because of memory limitations, we set $R$ so to have four mappers per machine. Each reducer sequentially processes a set of keys generated during the map phase, and each key is assigned to only one reducer according to the default partitioning function $hash(key) \mod R$.

### Table VI

<table>
<thead>
<tr>
<th>$q$ (# CUs)</th>
<th>Time (s)</th>
<th>Speedup</th>
<th>$\sigma_{Q^*}(q)/q$ (Utilization)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>50,740</td>
<td>8</td>
<td>1.000</td>
</tr>
<tr>
<td>16</td>
<td>27,251</td>
<td>14.896</td>
<td>0.931</td>
</tr>
<tr>
<td>24</td>
<td>19,678</td>
<td>20.628</td>
<td>0.860</td>
</tr>
<tr>
<td>32</td>
<td>15,482</td>
<td>26.219</td>
<td>0.819</td>
</tr>
</tbody>
</table>

As reported in Table VI, the actual utilization index $\sigma_{Q^*}(q)/q$ tends to decrease quite rapidly, because of the increasing overhead due to the Hadoop procedures (adding a new slave node implies adding a new Datanode and Tasktracker as well).
and to the master/slaves communications. However, within the limitations due to the different experimental settings, this result is in line with [30] and MRAC+ [15], where the value of the utilization index are 0.768 and 0.80, respectively.

A better understanding of the scalability performances requires a deeper insight of the contributions from the different MapReduce jobs. To this aim, in Table VII and Figure 6 we report the speedup $\sigma$ of the fuzzy partitioning and the four most time-consuming jobs, namely Distributed Fuzzy Partitioning, Distributed Fuzzy FP-Growth, Distributed Pruning based on Fuzzy supp and Conf, and Distributed Training Set Coverage Pruning. The contribution of the other two phases (Distributed Fuzzy Counting and Candidate Rule Filtering) is negligible.

The four charts in Figure 6 show different scalability trends for different phases. The speedup of Distributed Fuzzy Partitioning rapidly moves away from linearity (see Figure 6a), with no significant advantage in passing from 24 to 32 cores. The overall result is mainly driven by the runtime of the last reduce step of the Distributed Fuzzy Partitioning. In fact, the level of parallelism is bounded by the number of continuous attributes that actually undergo discretization. Since SUS is characterized by 18 continuous attributes, each reducer processes approximately 3, 2, 1, and 1 attributes in case of 8, 16, 24, and 32 CUs, respectively. The result highlights that, as regards the distribution of the computational flow of the reduce phase, no real advantage comes from using more than 18 cores. On the other hand, the global execution time of the map phases can be effectively shrunken by exploiting a proper number of cores. Further runtime improvements might be obtained by recurring, for the software implementation of this phase, to cluster computing frameworks that better support iterative computations [28].

As in the Distributed Fuzzy Partitioning phase, the computational weight of the reducing activity adversely affects the efficiency of the Distributed Fuzzy FP-Growth phase (Figure 6b). Indeed, the average runtime of each mapper is quite short (a few seconds), and the global execution time is dominated by the mining of FCARs from each conditional FP-Tree. With the Hadoop default settings, all the conditional FP-Trees are evenly distributed among the reducers, and adding more cores helps improve the FP-Growth parallelization by decreasing the number of conditional FP-Trees processed by each reducer. Because of memory constraints, in the Distributed Fuzzy FP-Growth phase we set 4 reducers per machine. Hence, since in our tests SUS has 290 frequent items, each reducer processes more or less 73, 37, 25, and 19 FP-Trees in case of 4, 8, 12 and 16 reducers, respectively. These results are very similar to those of the Parallel FP-Growth phase in both MRAC+ and MRAC [15]. On the other hand, both Distributed Pruning based on Fuzzy Supp and Conf and Distributed Training Set Coverage Pruning (Figures 6c and 6d, respectively) present a similar behaviour, with satisfactory utilization values. In this case, the overall runtime is dominated by the map phase and the global execution time can be shrunken by exploiting additional cores, as witnessed by the results in Table VII.

V. Conclusion

In this paper, we have presented DFAC-FFP, a distributed fuzzy associative classifier for Big Data based on frequent pattern mining. It has been designed by extending the AC-FFP algorithm, which delivers very accurate results, but with consistent computational complexity and memory occupation. Such problems have been overcome by adopting the MapReduce programming model, which provides a lean, effective, and fault-tolerant means to parallelize the computation flow across clusters of machines. The DFAC-FFP learning algorithm operates in three main phases: 1) definition of a strong fuzzy partition on each attribute, by employing a novel approach based on fuzzy entropy; 2) extraction of frequent FCARs by exploiting a distributed fuzzy version of the FP-Growth algorithm; 3) pruning of redundant rules by applying specific techniques based on fuzzy support, confidence, and distributed training set coverage. Moreover, we have discussed different reasoning methods, defining general guidelines on the most convenient choice for associative classification.

We implemented our approach on the popular Hadoop framework. Experimental results on six big datasets show that DFAC-FFP is able to properly process millions of data for learning the associative classifier. Indeed, considering its scalability characteristics, DFAC-FFP achieves speedup figures close to the ideal ones. Notably, such results can be obtained by recurring to commodity hardware. Furthermore, results obtained by DFAC-FFP have been compared against those achieved on the same hardware platform by MRAC+ and MRAC, two recent associative classifiers. We have concluded that, considering accuracy, DFAC-FFP and MRAC+ achieve comparable classification rates, outperforming MRAC. Run-times on MRAC+ are shorter than in DFAC-FFP, essentially because DFAC-FFP employs an additional pruning step. From the complexity perspective, the number of rules in DFAC-FFP is one order of magnitude lower than in MRAC+ and of the same order of magnitude of MRAC. Thus, we can state that, although DFAC-FFP and MRAC+ deliver similar accuracies, the number of rules in the classifiers generated by the fuzzy distributed approach is lower than in non-fuzzy classifiers.

As future work, we primarily aim to investigate on possible runtime-effective portings of DFAC-FFP onto memory-efficient frameworks like Apache Spark, so to make the algorithm even more practically usable by the research community. Moreover, we plan to explore approaches to reduce the complexity of the rule base generated by DFAC-FFP, which hampers the interpretability of the classifier. A possible solution is based on a multi-objective evolutionary approach we have proposed in the last years for selecting rules and conditions from an initial rule base. The aim of the approach is to generate compact fuzzy associative classifiers with different trade-offs between accuracy and complexity. We intend to implement this approach in a distributed environment and use the rules generated by DFAC-FFP as the initial rule base.
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TABLE VII
Runtime and speedup of each DFAC-FFP phase in the SUSY dataset.

<table>
<thead>
<tr>
<th>Number of cores (q)</th>
<th>Distributed Fuzzy Partitioning</th>
<th>Distributed Fuzzy FP-Growth</th>
<th>Distributed Pruning based on Fuzzy Supp and Conf</th>
<th>Distributed Training Set Coverage Pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (s) Speedup σs(σ/σ)q</td>
<td>Time (s) Speedup σs(σ/σ)q</td>
<td>Time (s) Speedup σs(σ/σ)q</td>
<td>Time (s) Speedup σs(σ/σ)q</td>
</tr>
<tr>
<td>8</td>
<td>787 1.625 10.074 0.630</td>
<td>3,161 1.65 14.981 0.936</td>
<td>40,990 8.612 15.099 0.944</td>
<td>5,557 0.829 15.178 0.949</td>
</tr>
<tr>
<td>24</td>
<td>504 12.94 12.51</td>
<td>1,249 20.247 0.844</td>
<td>15,556 20.977 0.874</td>
<td>2,104 21.129 0.880</td>
</tr>
<tr>
<td>32</td>
<td>484 13.008 0.407</td>
<td>987 25.621 0.801</td>
<td>12,137 26.886 0.840</td>
<td>1,641 27.091 0.847</td>
</tr>
</tbody>
</table>

Fig. 6. Speedup of the different phases of DFAC-FFP on SUS dataset for increasing number of cores.
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