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Abstract

This paper describes the development and characterization of a $\Delta E$-TOF detector composed of a plastic scintillator bar coupled at both ends to silicon photomultipliers. This detector is a prototype of a larger version which will be used in the FOOT (Fragmentation Of Target) experiment to identify the fragments produced by ion beams accelerated onto a hydrogen-enriched target. The final $\Delta E$-TOF detector will be composed of two layers of plastic scintillator bars with orthogonal orientation and will measure, for each crossing fragment, the energy deposited in the plastic scintillator ($\Delta E$), the time of flight (TOF), and the coordinates of the interaction position in the scintillator. To meet the FOOT experimental requirements, the detector should have energy resolution of a few percents and time resolution of 70 ps, and it should allow to discriminate multiple fragments belonging to the same event. To evaluate the achievable performances, the detector prototype was irradiated with protons of kinetic energy in the 70-230 MeV range and interacting at several positions along the bar. The measured energy resolution $\sigma_{\Delta E}/\Delta E$ was 6-14%, after subtracting the fluctuations of the deposited energy. A time resolution $\sigma$ between 120 and 180 ps was
obtained with respect to a trigger detector. A spatial resolution $\sigma$ of 1.9 cm was obtained for protons interacting at the center of the bar.
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**Introduction**

Hadrontherapy is a form of external radiotherapy that uses beams of protons (protontherapy) or heavier particles (ion therapy, mainly $^{12}$C) to treat tumors [1]. The typical energy range for therapeutic applications is 50-250 MeV for protons and 50-400 MeV/u for carbon ions. With respect to conventional radiotherapy with photons or electrons, the effectiveness of hadrontherapy is potentially improved by a better dose localization. However, nuclear interactions between the particle beams and the nuclei of the human body create ion fragmentation products [2, 3], ranging from protons to oxygen ions, with variable relative biological effectiveness (RBE) compared to conventional photon beams. A better understanding of the phenomena taking place during proton and hadrontherapy could improve the dose estimation in the treatment planning phase. In particular, target fragmentation in protontherapy causes the production of low energy, short-range fragments along the beam path in the patient [4] which could explain the difference between the measured proton RBE and its predicted value. Projectile fragmentation of carbon ions produces long-range forward-emitted secondary ions that release dose in the healthy tissue beyond the tumor target. Some experiments have recently been dedicated to studying projectile fragmentation for $^{12}$C ions, such as the FIRST (Fragmentation of Ions Relevant for Space and Therapy) experiment [5]. However, only a few energies have been investigated [6, 7].

The FOOT (FragmentatiOn Of Target) experiment was recently proposed to study the fragmentation processes that occur in the human body during hadrontherapy [8, 9, 10]. In the target fragmentation induced by proton beams,
the fragments have ranges of the order of tens of $\mu$m \[3\] and have a low probability of leaving the target and being detected. To overcome this difficulty, the FOOT experiment uses an inverse kinematic approach. Rather than accelerating therapeutic proton beams onto biological targets, FOOT studies the fragmentation of accelerated beams of ions composing the human body (e.g., carbon and oxygen) onto an hydrogen-enriched target. In the inverse reference frame, fragments have a boost in energy and thicker targets can be used. The incident beam flux will be set so as the projectile rate will be low enough (few kHz) to have only one particle at a time crossing the system.

The FOOT apparatus is schematically shown in Fig. 1. The beam enters the left of the system and crosses the start counter, a plastic scintillator read by silicon photomultipliers (SiPMs) that provides the trigger information and the first timestamp of the time-of-flight (TOF) measurement. The beam profile is then
reconstructed by means of the beam monitoring drift chamber that measures
the direction and impact position of the ion beam on the target, necessary for an
inverse kinematic approach. The vertex, trajectory and momentum of the frag-
ments are measured after the target by a tracking system composed of a series
of silicon detectors around and inside a dedicated magnetic spectrometer. The
tracking system allows matching the reconstructed tracks with the hits in the
last two elements in the detection chain, a ∆E-TOF detector and a calorimeter.
The ∆E-TOF detector measures the ∆E, i.e., the energy deposited in a plastic
scintillator, and the second timestamp of the TOF, i.e., the arrival time of the
particle. The BGO calorimeter measures the kinetic energy of the fragments.
The FOOT detector is optimized for the measurement of the heavier fragments
mainly produced in the angular range of ±10 degrees with respect to the beam
direction. For the detection of the lighter fragments, the experimental setup
changes completely, substituting all the apparatus after the drift chamber with
an emulsion spectrometer divided in three sections, which measure the charge,
energy and mass of the fragments, respectively.

The final goal of the FOOT experiment is to measure the differential produc-
tion cross section with 5% uncertainty for ions beams impinging onto different
targets. For this purpose, the produced fragments should be identified with
1-2 MeV/u resolution in the fragment kinetic energy (after applying the inverse
Lorentz transformation) and with ∼10 mrad accuracy in angle.

The ∆E-TOF detector contributes to the particle identification by providing
the velocity $\beta$ of the crossing fragments, which can be obtained by the TOF,
and the atomic number $Z$, since the deposited energy $\Delta E$ is proportional to $Z^2$.
The detector is based on plastic scintillators read by silicon photomultipliers
(SiPM) [14,15]. Plastic scintillators are particularly advantageous because they
are fast, can be easily shaped based on custom requirements and have long
attenuation length. They are appropriate for charged particle detectors because
they are capable to reveal minimum-ionizing-like particles with a few mm thick
detectors. SiPMs are smaller than conventional photomultiplier tubes, thus
being more suitable for the coupling to thin bars, and the combination of plastic
scintillator bars to SiPMs is also cost-effective.

The ∆E-TOF detector of the FOOT apparatus will be composed of two lay-
ers of plastic scintillator bars, arranged orthogonally and read by silicon photom-
multipliers controlled with dedicated electronics. The two layers of orthogonal
bars in the ∆E-TOF detector will measure the coordinates in the transverse
plane of the interaction position of each fragment in the scintillator. For this
measurement, multiple fragments that belong to the same event and interact
simultaneously in the bar are an issue, because the multiple fragments cannot
be distinguished and cause a mis-reconstruction of the coordinates.

The dimensions of the bars and of the detector are determined by various
constraints. Since the ∆E-TOF detector will be placed at approximately 1 m
from the vertex of production of the fragments, an area of 40 cm×40 cm is
required to match the angular aperture of the heavier fragments at this dis-
tance. A bar width of 2 cm limits the occurrence of double fragments in the
same bar below a few percent level and matches the transversal dimension of
the cells of the calorimeter, which the ∆E-TOF detector will be mechanically
coupled to. The thickness of the bars will be chosen as a compromise between
the amount of scintillation light produced in the bar (which increases with the
deposited energy and therefore with the bar thickness), and the contamination
of the ∆E-TOF measurement by spurious events of fragmentation in the bar,
which also increases with the bar thickness, and whose effects on the FOOT
apparatus performance are still under investigation. Each bar will be 2-3 mm
thick, 2 cm wide and 40 cm long, and each layer will be composed of 20 bars. To
meet the FOOT experiment final requirements, the ∆E-TOF detector should
achieve resolutions $\sigma_{\Delta E}/\Delta E \sim 2 - 3\%$ and $\sigma_{\text{TOF}} \sim 70$ psec in ∆E and TOF
measurements, respectively [9].

To investigate the performance of the ∆E-TOF detector, a small prototype
composed of a single bar coupled to SiPMs was developed. This prototype was
characterized in terms of energy, time and spatial resolution, using protons of
various energies in the range 70-230 MeV and impinging onto different points along the bar. The energy and time response of the prototype were evaluated as a function of the proton position to investigate the capability to unambiguously reconstruct the fragment interaction position in the case of multiple fragments. In the FOOT experiment, the information of the calorimeter can be used to solve the ambiguity on the position of the fragments. However, the capability of the ∆E-TOF detector to reconstruct the position without the information coming from other detectors can simplify the data managing during the acquisition and the elaboration phases.

The paper is organized as follows. Section 1 describes the developed prototype detector and the data acquisition system, the experimental setup for the proton test beam, and the methods for the data post-processing and analysis. Section 2 reports the energy resolution as a function of the proton interaction position and energy, the time resolution at different proton energies, the description of the detector response and the reconstruction of the proton interaction position. In Sec. 3 we discuss the prototype performances and propose possible improvements for the next prototype version. The conclusions of this study are summarized in Sec. 4.

1. Materials and Methods

1.1. ∆E-TOF detector prototype

The ∆E-TOF detector prototype was composed of a 20 cm × 2 cm × 0.2 cm plastic scintillator bar (EJ212, Eljen Technology, Sweetwater, Texas). The two ends were polished and each end was optically coupled to two 3 mm × 3 mm SiPMs (ASD-NUV SiPMs, AdvanSiD, Trento, Italy). The two SiPMs at each extremity were connected in series in order not to degrade the time performance of the photo-detector by reducing the total capacitance [16]. The remaining four sides of the bar were wrapped with three layers of white diffusive Teflon to increase the amount of collected light and with an external black tape layer to
Table 1: Specifications of the plastic scintillator (from [17]) and silicon photomultipliers (from [18]) used in the ∆E-TOF detector prototype. OV stands for overvoltage above the SiPM breakdown value.

<table>
<thead>
<tr>
<th></th>
<th>EJ212</th>
<th>NUV SiPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light yield</td>
<td>$10^4$ ph/MeV</td>
<td></td>
</tr>
<tr>
<td>Light emission peak</td>
<td>423 nm</td>
<td></td>
</tr>
<tr>
<td>Mean attenuation length</td>
<td>250 cm</td>
<td></td>
</tr>
<tr>
<td>Rise time</td>
<td>0.9 ns</td>
<td></td>
</tr>
<tr>
<td>Decay time</td>
<td>2.4 ns</td>
<td></td>
</tr>
<tr>
<td>Cell size</td>
<td>40 µm</td>
<td></td>
</tr>
<tr>
<td>Fill factor</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td>Dark count rate (20°C, 6 V OV)</td>
<td>100 cps/mm²</td>
<td></td>
</tr>
<tr>
<td>Photon detection efficiency (420 nm)</td>
<td>43%</td>
<td></td>
</tr>
<tr>
<td>Recharge time</td>
<td>70 ns</td>
<td></td>
</tr>
<tr>
<td>Single photon time resolution (5 V OV)</td>
<td>270 ps [19]</td>
<td></td>
</tr>
</tbody>
</table>

ensure light-tightness. The specifications of the plastic scintillator and SiPMs are summarized in Table 1.

1.2. DAQ system

The ∆E-TOF detector trigger and data acquisition system (TDAQ) is based on the WaveDAQ system developed in collaboration by PSI and INFN [20]. In this study, we used a WaveDREAM board (WDB, i.e., the first layer of a WaveDAQ system), which is fully programmable and capable to acquire 16-channels. The WDB provides 16 input channels with variable gain amplification and flexible shaping by means of a programmable pole-zero cancellation. Switchable gain-10 amplifiers and programmable attenuators allow an overall input gain from 0.5 to 100 after conversion of the signal amplitude to voltage. Two Domino Ring Samplers (DRS4 chips, [21]) are connected to two 8-channel ADCs, which are read out by a Field-Programmable Gate Array (FPGA). The DRS chip is a waveform digitizer with programmable sampling speed from 1 to 5.12 Gsamples/s (GSPS). The onboard Cockcroft-Walton-based power supply was used to bias the SiPMs.
1.3. Experimental setup

The prototype was characterized at the Proton Therapy Centre of the Trento Hospital (PTC, Trento, Italy). The experimental setup is schematically shown in Fig. 2. The beam line provided a pencil beam with Gaussian profile and variable energy \cite{22}. The ∆E-TOF detector was placed 85 cm from the exit window. At this distance, we expect from Ref. \cite{22} a beam size of approximately 3-7 mm standard deviation for the various proton energies, in particular 3.5 mm at 170 MeV. The trigger detector, a plastic scintillator read-out by a photomultiplier tube, was placed at a distance of 18 cm. The output of the trigger detector was sent to an input channel of the WDB. In this paper, the center of the bar corresponds to the position \( x = 0 \). The SiPMs on the left (right) are denoted by SiPM\(_l\) (SiPM\(_r\)). In each measurement, the SiPMs were biased 5 V above the breakdown value (26.7 V), and the sampling speed of the acquisition system was set to the maximum available rate (5.12 GSPS).

To evaluate the dependence of the energy and time resolution on the proton energy, a scan in the range \( E_p = 70 - 230 \) MeV was performed, with protons at \( x = 0 \) cm. Table \ref{table:energy_scan} reports, for a given proton energy \( E_p \), the mean and standard deviation of the deposited energy \( \Delta E \) in the bar, estimated with FLUKA \cite{12}. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Scheme of the ∆E-TOF detector and trigger and data acquisition system. The center of the bar corresponds to the position \( x = 0 \). The SiPMs on the left (right) are denoted by SiPM\(_l\) (SiPM\(_r\)). Some of the proton interaction positions are indicated.}
\end{figure}
Table 2: Mean and standard deviation of the deposited energy $\Delta E$ in the prototype scintillating bar for a given proton energy $E_p$. The subscript $L$ stands for Landau fluctuations contribution.

<table>
<thead>
<tr>
<th>Proton Energy $E_p$ (MeV)</th>
<th>$\Delta E$ (MeV)</th>
<th>$\sigma_L(\Delta E)$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>2.09</td>
<td>0.125</td>
</tr>
<tr>
<td>75</td>
<td>1.98</td>
<td>0.124</td>
</tr>
<tr>
<td>80</td>
<td>1.88</td>
<td>0.120</td>
</tr>
<tr>
<td>90</td>
<td>1.71</td>
<td>0.118</td>
</tr>
<tr>
<td>110</td>
<td>1.47</td>
<td>0.110</td>
</tr>
<tr>
<td>140</td>
<td>1.25</td>
<td>0.098</td>
</tr>
<tr>
<td>170</td>
<td>1.11</td>
<td>0.085</td>
</tr>
<tr>
<td>200</td>
<td>1.02</td>
<td>0.078</td>
</tr>
<tr>
<td>230</td>
<td>0.94</td>
<td>0.074</td>
</tr>
</tbody>
</table>

Monte Carlo simulations. In addition, the dependence of the energy resolution on the proton interaction position $x$ was estimated by translating the detector with 0.5 cm steps, with $E_p = 170$ MeV.

1.4. Data analysis

Waveform processing. Figure 3 shows two example waveforms obtained in the following conditions: interaction position $x = +2.5$ cm, proton energy $E_p = 170$ MeV, voltage amplification of 2.5. The mean pedestal was calculated by averaging the last 60 points before the signal leading edge, and it was subtracted from each point of the waveform. We assumed that the energies collected by the left and the right SiPMs $E_l$ and $E_r$ were proportional to the time integrals of the corresponding waveforms. The total collected energy $E_{l+r}$ was their sum, obtained after rescaling the two contributions to be equal in $x = 0$. The integrals were then converted to the number of triggered SiPM cells by dividing them by the time integral of a single cell signal.

The timestamps of the left and right SiPMs ($t_{l,r}$) and of the trigger detector ($t_{trig}$) were obtained with the constant fraction discriminator (CFD) method, i.e., by selecting the timestamp when the signal amplitude crossed a pre-determined fraction of its maximum amplitude. The waveform sampled at 5.12
Energy resolution. The energy resolution was calculated as the ratio of the standard deviation and the mean of the collected energy, for the two ends of the bar and for the total collected signal ($E_{l,r,l+r}$). For the proton energy scan, the contributions of the Landau fluctuations in the deposited energy $\Delta E$ and of the statistical fluctuations in the number of detected photons were estimated. The fluctuations in the deposited energy were provided by the Monte Carlo simulations (Table 2) and were subtracted in quadrature from the total energy resolution. The number of detected photons was estimated as the number of triggered SiPM cells divided by the SiPM excess charge factor ($ECF = 2$ for the used SiPMs at 5 V overvoltage [23]).

Time resolution. The detector time resolution was obtained as the standard deviation of the distribution of ($t_l - t_r$), fitted with the following function:

$$f(E) = \sqrt{\frac{S^2}{E} + C^2}$$  \hspace{1cm} (1)

where $E$ in this case is the deposited energy, and $S$ and $C$ are the fit parameters. The detector time performance was also tested with the trigger detector. The
detector timestamp \( t_{\text{det}} = (t_l + t_r)/2 \) was calculated for each event to obtain
the time of flight \( \text{TOF} = t_{\text{det}} - t_{\text{trig}} \), and the \( \text{TOF} \) time resolution \( \sigma(\text{TOF}) \)
was defined as the standard deviation of the \( \text{TOF} \) values, given by a Gaussian
distribution fit.

*Light attenuation in the bar.* Due to the attenuation of optical photons in the
bar, the collected energy at the two ends of the bar is a function of the proton
interaction position, and a model of the optical attenuation allows to uniform
the energy response of the detector. The collected energies \( E_{l,r,t+r}(x) \) were
described with exponential functions of the interaction position, as suggested
in [24]:

\[
f_l(x) = A_l \exp \left( -\frac{L/2 + x}{\lambda} \right), \quad f_r(x) = A_r \exp \left( -\frac{L/2 - x}{\lambda} \right)
\]

and \( f_{l+r}(x) = f_l(x) \cdot N_l + f_r(x) \cdot N_r \), where \( L = 20 \text{ cm} \) is the bar length, \( x \) is the
distance of the interaction position from the center of the bar, \( \lambda \) is the effective
attenuation length of the bar over the scintillator emission spectrum, the multi-
PLICative factors \( A_{l,r} \) are constants for the two ends of the bar, accounting for
possible differences in the photo-detectors gain, and \( N_{l,r} \) are the normalization
factors that make the two responses equal at the center. The energy resolution
as a function of the collected energy \( E_{l,r} \) at the different positions was modeled
with a function of the form of Eq. 1, where \( C \) in this case is due to the intrinsic
resolution of the detector and to the fluctuations in the deposited energy, and
it is a constant since the proton energy \( E_p \) was fixed during the position scan.

*Position reconstruction.* The proton interaction position can be determined ei-
ther by the logarithm of the ratio of the collected energies at the two ends of
the bar \( L_{l,r} = \ln \left( \frac{E_l}{E_r} \right) \), or by the difference between the left and right times-
tamps \( T_{l,r} = (t_l - t_r) \). The data of the interaction position scan were split
into a calibration-set and a test-set. The calibration set was used to create,
for each of the two parameters, a look-up-table (LUT) containing the mean
value of the parameters for each interaction position. The results were interpo-
lated with a 0.25 cm sampling pitch and extrapolated to the range \([-8,+8] \text{ cm}\).
The values of the two parameters were calculated for each event of the test-set, and the position of interaction was then reconstructed by finding the position in the bar that minimized the quadratic sum of the differences between values of the two parameters for a given LUT position and their true value,

$$\arg \min_x \left[ (L_L^{\text{LUT}}(x) - L_{1r})^2 + (T_L^{\text{LUT}}(x) - T_{1r})^2 \right].$$

2. Results

2.1. Energy resolution

Figure 4 shows the mean number of triggered SiPM cells at the two ends of the bar as a function of the energy $\Delta E$ deposited in the bar with the beam at $x = 0$ (taken from Table 2). The number of triggered cells depends linearly on the deposited energy, with slopes 171±7 MeV$^{-1}$ and 152±5 MeV$^{-1}$, respectively for the left and right side, and intercepts 4±10 and 6±8 (adjusted coefficient of determination $R^2_{\text{adj}} > 0.99$ [25]).

Figure 4: Mean number of triggered SiPM cells as a function of the mean deposited energy $\Delta E$ (from Table 2) for the two ends of the bar.

Figure 5 shows the measured energy resolution as a function of the deposited energy (triangles), for the two ends of the bar individually and for the sum of the two, at $x = 0$. The contribution of the Landau fluctuations in the deposited energy was then subtracted (circles). In addition, the contribution of
the statistical fluctuations in the number of detected photons (squares) is shown for the two ends only. The energy resolutions obtained after the subtraction of

Figure 5: Energy resolution at $x = 0$ as a function of the deposited energy $\Delta E$, for the two ends of the bar (top) and for their sum (bottom), before (triangles) and after (circles) subtraction of the Landau fluctuations. The contribution due to statistical fluctuations of the light yield are shown separately by black squares. Error bars represent the confidence interval at the 95% level.

The Landau contribution do not follow the model of Eq.1. The reasons for this discrepancy are still being investigated, but it could be partially due to the method chosen to estimate the Landau contribution (i.e., evaluating the intrinsic resolution from the Landau asymmetric shape).

2.2. Time resolution

A scan of the CFD threshold indicated that the values that minimize the time resolutions were 10% and 30% of the maximum absolute value of the signal for the $\Delta E$-TOF detector and for the trigger detector, respectively. Figure 6
shows the left-right time resolution $\sigma(t_l-t_r)$ (left) and the TOF time resolution $\sigma(TOF)$ (right) as a function of the deposited energy $\Delta E$. For the left-right time resolution, the fit with Eq. (1) gave $S = 259\pm 15$ ps $\cdot \sqrt{\text{MeV}}$, and $C = 118\pm 13$ ps ($R^2_{adj} = 0.99$).

![Figure 6](image)

Figure 6: Detector left-right time resolution $\sigma(t_l-t_r)$ and fit with Eq. (1) (left) and TOF time resolution $\sigma(TOF)$ (right) as a function of the deposited energy. Error bars represent the confidence interval at the 95% level.

2.3. Light attenuation along the bar

The mean collected energy as a function of position is shown in Fig. 7 for fixed energy $E_p = 170$ MeV. The values for the individual ends of the bar ($E_{l,r}$) and for the sum of the two ($E_{l+r}$) are shown with different symbols. Solid lines represent the fits to the data with Eq. (2). The trend is similar for the two SiPM groups, and it is monotonic with the position. The slight fluctuations with position are presumably due to non-uniformities in the scintillator wrapping. The following values for the attenuation length were obtained: $\lambda_l = 12.1 \pm 0.5$ cm and $\lambda_r = 10.7 \pm 0.3$ cm ($R^2_{adj} = 0.99$ for the two ends, $R^2_{adj} = 0.93$ for the sum of the two). The discrepancy between the two values of attenuation length can be due to imperfections in the bar wrapping which make the fit less accurate. A difference of approximately $(A_l - A_r)/A_l \approx 18\%$ was found between the amplitude of the energy collected at the two ends, and it is presumably due to a different efficiency in the light collection (e.g., coupling, angle between SiPMs and bar edge, SiPM gain).
Figure 7: Mean collected energy at the two ends of the bar \( (E_{l,r}) \) and total collected energy \( (E_l + r) \) as a function of the position, for the fixed proton energy of 170 MeV. Solid lines represent the fit to the data with Eq. (2).

Figure 8 (left) shows the energy resolution as a function of position, for the individual channels and for the sum of the two. The energy resolution of the single ends of the bar ranged from 15% when the protons are closer to the SiPMs to 23% when they are farther from the SiPMs. Only a slight difference was noted between the two sides. The energy resolution was approximately constant when the data from the two sides were combined (\( \sim 14\%-15\% \)). Figure 8 (right)
presents the energy resolution of the individual ends of the bar as a function of the mean number of triggered cells depending on the interaction position. The fit with Eq. (1) gave the following values: $S_l = 200 \pm 1 \sqrt{\text{cells}}$, $C_l = 9.9 \pm 0.4 \%$, $S_r = 202 \pm 1 \sqrt{\text{cells}}$, and $C_r = 9.8 \pm 0.4 \%$ ($R_{\text{adj}}^2 = 0.99$).

2.4. Position reconstruction

Figure 9 shows the dependence of the logarithm $\ln \left( \frac{E_l}{E_r} \right)$ on the interaction position $x$. Figure 10 presents the distribution of $(t_l - t_r)$ for some positions (left), and their mean for all positions (right). A slope of $280 \pm 20 \text{ ps/cm}$ was obtained from the linear fit of the latter. Both figures were obtained at fixed proton energy $E_p = 170 \text{ MeV}$.

The correlation between $\ln \left( \frac{E_l}{E_r} \right)$ and $(t_l - t_r)$ is shown in Fig. 11 as a scatter plot for three different positions (different colors). The black dots and the white dashed lines indicate the mean and the full-width-at-half-maximum (FWHM) contours of the distributions, respectively.

Figure 12 shows the distribution of the interaction position $x$ reconstructed using the LUT method for 8 beam positions along the bar in the range $[-7, +7] \text{ cm}$, separated by 2 cm steps. A spatial resolution of approximately FWHM $= 1.9 \text{ cm}$ was obtained at the center of the bar. The contribution of the beam spot size
Figure 10: Distribution of the difference between the left and right timestamps \((t_l - t_r)\), for some interaction positions in the bar (left). Mean difference between the left and right timestamps, for all positions (right). The dashed line represents the linear fit to the data. The proton energy was fixed at 170 MeV.

Figure 11: Scatter plot of the difference in the collected energy at the two ends of the bar vs. the difference in the left and right timestamps, \(\ln\frac{E_l}{E_r}\) and \((t_l - t_r)\), for three different positions (different colors). The black dots and the white dashed lines indicate the mean and the FWHM contours of the distributions, respectively.
was not subtracted because it is significantly smaller than the detector spatial resolution (see Ref. [22]).

Figure 12: Distributions of the \(x\)-coordinate reconstructed using the LUT method for 8 beam positions.

3. Discussion

In this study, the energy, time and spatial resolution of a \(\Delta E-\)TOF detector were investigated as a function of the particle energy and interaction position inside the detector. The TOF resolution measured with respect to the trigger detector was \(\sigma(\text{TOF}) = 120\) ps for 70 MeV protons (last point in Fig. 6 right). Even if this resolution does not meet the FOOT experiment requirements, we remind that the test was performed with the lightest particles (thus releasing the smallest energy in the scintillator), that the contribution of the trigger detector was not subtracted, and that two layers of bars will be used in the final setup. Therefore, further prototype studies are required to evaluate a potential improvement in the time resolution of the final \(\Delta E-\)TOF detector.

An energy resolution of 10-11% was obtained with 70 MeV protons on each side of the bar, after subtracting the Landau fluctuation contribution. The statistical fluctuations of the number of detected photons contribute with an energy resolution of approximately 8%, whilst the residual contribution is partially due
to the SiPM crosstalk [26], afterpulse and electronic noise. Combining the information at the two ends of the bar, an energy resolution of approximately 6.5% was obtained after subtracting the Landau contribution. In the final detector, the two layers of plastic scintillator bars will provide two measurements of the deposited energy, with a consequent resolution improvement. In addition, aspects to be investigated are, for example, the effects of the optical coupling between the plastic bar and the SiPMs, the angle between SiPMs and bar edge, the differences in the SiPM gain. Furthermore, to increase the amount of collected light, the next prototype will feature 4 SiPMs connected in series at each extremity. In this case, the alignment of the different detector components will be even more relevant.

Proton beams were chosen to characterize the detector performance because they produce the smallest amount of scintillation light in the bar, thus providing the worst case scenario. They also represent the simplest case because they do not fragment in the bar. However, due to the small amount of deposited energy, they did not allow to investigate the saturation effects in the SiPMs. Based on Monte Carlo simulations, we expect deposited energies up to \( \sim 100 \) MeV, according to the fact that the deposited energy is proportional to \( Z^2 \). Therefore, assuming no scintillator quenching for high deposited energies, the detector must be capable of detecting 2 orders of magnitude more photons than in the current irradiations. The detector prototype has \( 11250 = 2 \cdot 5625 \) cells at each end, and 150-350 were triggered with 70-230 MeV protons. Therefore, we expect some saturation effects with heavy ions such as C or O. Although the photo-detector saturation can be calibrated to linearize the detector response, this effect degrades the energy resolution. A possible solution which will be investigated in the future is the use of smaller cells.

The results of this study show that the response of the detector as a function of the particle interaction position can be analytically described (Fig. 7). An attenuation length of approximately 11-12 cm was obtained by scanning the central region of the 20 cm long bar. These results indicate that the attenuation in the final 40 cm long detector will significantly reduce the light
collection efficiency. This aspect will be improved by replacing the diffusive reflector around the bars with a specular reflector, and could be improved also by using 3 mm thick bars. With the proposed method for the interaction position determination (Fig. 12), the final detector ΔE-TOF will be able to discriminate multiple particles interacting simultaneously in two pairs of bars, because a spatial resolution (FWHM = 1.9 cm) comparable with the detector granularity was achieved. This result was obtained at the center of the bar and for 170 MeV protons. The spatial resolution could degrade closer to the SiPMs due to the lower light yield from the far end of the bar.

4. Conclusions

In this study, the energy, time and spatial resolution of a ΔE-TOF detector composed of a plastic scintillator bar readout at both ends by SiPMs were investigated using protons of different energies interacting at different positions in the plastic scintillator bar. The detector response was linear with the deposited energy in the investigated proton energy range (70-230) MeV. With 70 MeV protons, an energy resolution of approximately 6.5% was obtained after subtracting the Landau contribution, and a time resolution of 120 ps was achieved in coincidence with a reference detector. The energy resolution obtained by combining the data at the two ends of the bar was independent from the particle interaction position within ±1% in the studied range [-7, +7] cm. The results of this study provided useful indications to improve the ΔE-TOF detector performances in order to meet the requirements of the FOOT experiment. The particle interaction position in the bar was reconstructed with a spatial resolution comparable to the width of the plastic scintillator bars, allowing to discriminate two fragments generated by the same particle.

References


[18] C. Piemonte, F. Acerbi, A. Ferri, A. Gola, G. Paternoster, V. Regazzoni,


